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Abstract:
We look at an extension of the steady state delay probability in $M/M/s/s + c$ systems to nonintegral number of servers $s$ and queue capacity $c$, which we call GED function. We show that this function is increasing and concave in the queue capacity. We find that if $c \geq 1$, the reciprocal of the GED function is convex in the traffic intensity and the GED function is increasing in the traffic intensity $\rho$ if $\rho$ is below some $\rho^*_{s,c}$, and decreasing if $\rho$ is greater than $\rho^*_{s,c}$. Moreover, $\rho^*_{s,c}$ is increasing in the number of servers and, for $s \geq 1$, $\rho^*_{1,c} = 1 \leq \rho^*_{s,c} < 2$.
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1 Introduction

For the optimal design of queueing systems it is of primary importance to know the behaviour of certain performance measures of the design; among the most important such measures is the Erlang delay function,

\[ C(s, a) = \frac{a^s}{s!} \frac{1}{1-a/s}, \quad s \in \mathbb{N}, a \in (0, s). \]  (1)

Erlang [3] used \( C(s, a) \) to represent the steady state probability that a customer (call) which is a member of a Poisson stream of rate \( a \), arriving at a group of \( s \) servers (telephone trunks) with unit exponential service time, will be delayed before receiving service.

Throughout this paper, we denote by \( s, c, \lambda, \mu, a = \frac{\lambda}{\mu}, \rho = \frac{\lambda}{s\mu} = \frac{a}{s} \), repectively the number of servers, the queue capacity, the arrival rate, the service rate, the offered load and the traffic intensity. Moreover we still talk as \( s \) being the number of servers and \( c \) being the queue capacity when \( s \) and \( c \) take noninteger values. In addition, we use increasing (decreasing, convex, etc.) meaning strictly increasing (decreasing, convex, etc.).

We start by giving a brief account of some of the work on the Erlang delay function. \( C(s, s\rho) \) increases with the traffic intensity and decreases with the number of servers. With respect to second-order properties, \( C(s, a) \) was shown to be convex in the offered load (or equivalently, the arrival rate) by Lee and Cohen [11], in the service rate by Harel and Zipkin [4] and in the number of servers by Krupp [10] and subsequently by Harel [6] and Jagers and Van Doorn [9] (we note that the proofs in Krupp [10] and Jagers and Van Doorn [9] are for nonintegral number of servers whereas the proof in Harel [6] is for integer number of servers). \( C(s, a) \) is convex in the arrival rate but is not jointly convex in the arrival and service rates as shown by Harel and Zipkin [4], who also showed that \( C^{-1}(s, a) \) is convex in the arrival rate.

The Erlang delay function is related with other important performance measures such as the steady state mean number in queue and the average sojourn time in the Erlang delay system; the relevant point here being that some properties of the Erlang delay function may be carried to these measures. In particular, the fact that the steady state mean number in queue in the Erlang delay system is convex in the traffic intensity is a direct consequence of the convexity of the Erlang delay function with respect to the traffic intensity, and this was the via Lee and Cohen [11] used to prove that the mean number in queue is a convex function of the traffic intensity. Similarly, the convexity of the average sojourn time in the Erlang delay system in the number of servers, a fact proved by Dyer and Proll [2], is a direct consequence of the convexity of the Erlang delay function in the number of servers.

The Erlang delay function has been used in the construction of approximations of performance measures for \( M/G/c \) queues such as the probability that a customer has to wait, the mean number in queue and the average waiting time in queue (see Hokstad [7]). Some properties of the Erlang delay function may be carried to these approximations (for examples
of this fact see Lee and Cohen [11]). This is another important reason for the study of the properties of the Erlang delay function.

Aside from the Erlang delay function, its derivatives are also important for the optimization of several systems. Akimaru and Nishimura [1] concentrated in the computation of the same derivatives and on applications of the same work. Bounds and approximations of \( C(s, a) \) have also been obtained such as in Harel [5].

In this paper we consider the Generalized Erlang Delay (GED) function

\[
D(s, a, c) = \frac{a^c \sum_{i=0}^{c-1} \left( \frac{a}{s} \right)^i}{\sum_{k=0}^{s} \frac{a^k}{k!} + \frac{a^c}{s!} \sum_{i=1}^{c} \left( \frac{a}{s} \right)^i}, \quad s \in \mathbb{N}, a \in \mathbb{R}^+, c \in \mathbb{N}_0,
\]  

which gives the steady state delay probability for the system \( M/M/s/s + c \), in which there is a waiting room with capacity \( c \), when the offered load is \( a \). It is useful not to constrain \( s \) and \( c \) to be integers. We can extend \( D(s, a, c) \) to a continuous function on \((0, +\infty)^2 \times [0, +\infty]\) as follows:

\[
D(s, a, c) = \frac{1 - \left( \frac{a}{s} \right)^c}{\left( 1 - \frac{a}{s} \right) B^{-1}(s, a) + \left[ \frac{a}{s} - \left( \frac{a}{s} \right)^{c+1} \right]}, \quad \text{with } a \neq s, c < +\infty,
\]  

where \( B(s, a) \) is the analytic continuation of the Erlang loss function, as given by Theorem 3 in Jagerman [8],

\[
B(s, a) = \left[ \int_{0}^{\infty} e^{-x} \left( 1 + \frac{x}{a} \right)^s dx \right]^{-1}.
\]

The classical Erlang delay function (1) is identical with \( D(s, a, +\infty) \) for \( 0 < a < s \), \( s \in \mathbb{N} \), as we will see later. An \( M/M/s \) system has no steady-state when \( a \geq s \). Thus \( D(s, a, +\infty) \) does not represent a delay probability when \( a \geq s \); it represents instead the fraction of customers that are delayed and served in a given \( M/M/s \) system with offered load \( a \) and unit mean service time, i.e.

\[
\lim_{t \to +\infty} \frac{\text{number of customers delayed and served in the } M/M/s \text{ system in } (0,t]}{\text{number of customers that arrive to the } M/M/s \text{ system in } (0,t]}.
\]

The identification of \( D(s, a, c) \) as being the fraction of customers that are delayed and served in an \( M/M/s/s + c \) system with offered load \( a \) and unit mean service time is valid regardless of the existence or not of a steady-state.

The advantage of the GED function over the classical Erlang delay function is that the GED function, because it has one more parameter associated with the queue capacity, gives more flexibility in terms of design of queueing systems. By changing the queue capacity \( c \) from 0 to +\( \infty \) in the GED function, we take into consideration the fraction of delayed
and served customers in a broad class of systems ranging from the Erlang loss system to the Erlang delay system. The approach now used of studying a functional of $M/M/s/s + c$ systems for which the queue capacity is one of the parameters of interest, and noninteger number of servers and queue capacities are allowed, was used by the author in [12] to study, for the same class of systems, the fraction of lost customers. The analogue of the GED function for the fraction of lost customers was named GEL function by Pacheco [12].

In our study we pay attention to two different parametrizations of the GED function, namely $D(s, a, c)$ and $D(s, s\rho, c)$. In the first parametrization, the offered load $a$ is one of the parameters of interest and in the second the traffic intensity $\rho$ is considered instead; both cases are of practical interest. In the rest of the paper we assume, unless explicitly stated, $s, a, \rho \in (0, +\infty)$ and $c \in [0, +\infty]$ and, if $A$ is a function, we write $A^{-1}$ for $\frac{1}{A}$, the reciprocal of $A$.

We start, in section 2, by deriving some preliminary results that will be used later in the paper. In section 3 we first study monotonicity properties of the GED function as well as the limit values of the same function when its parameters go to 0 and $+\infty$. We prove that the GED function is increasing and concave with respect to the queue capacity, and therefore that its reciprocal is decreasing and convex in the same queue capacity. We find that if $c \geq 1$, $D^{-1}(s, s\rho, c)$ is convex (non-strictly if $c = +\infty$) in the traffic intensity and $D(s, s\rho, c)$ is increasing in the traffic intensity $\rho$ if $\rho$ is below some $\rho_{s,c}^*$ and decreasing if $\rho$ is greater than $\rho_{s,c}^*$. Moreover, $\rho_{s,c}^*$ is increasing in the number of servers and, for $s \geq 1$, $\rho_{1,c}^* = 1 \leq \rho_{s,c}^* < 2$. These results are of obvious importance for the characterization of the delay probability in $M/M/s/s + c$ systems. In section 4 we present tables of the values $\rho_{s,c}^*$ as an illustration of the results obtained in section 3.

2 Preliminary Results

We start this section by stating in Lemma 1 some results on the monotonicity properties of the Erlang loss function $B(s, a)$; the reason for this is that we base the monotonicity results for the GED function $D(s, a, c)$ on similar results for $B(s, a)$ and the relationship between these two functions. After that we give some additional properties of the Erlang loss function in Lemma 2, and of a function that is important for the developments in section 3 in Lemma 3. Lemma 1 is Lemma 1 in Pacheco [12].

**Lemma 1** For $s, a, \rho \in (0, +\infty)$, the functions $B(s, a)$ and $B(s, s\rho)$ have the following properties:

(i) $B(s, a)$ increases with $a$; $B(s, a) \xrightarrow{a \to 0^+} 0$; $B(s, a) \xrightarrow{a \to +\infty} 1$.

(ii) $B(s, a)$ decreases with $s$; $B(s, a) \xrightarrow{s \to 0^+} 1$; $B(s, a) \xrightarrow{s \to +\infty} 0$.

(iii) $B(s, s\rho)$ increases with $\rho$; $B(s, s\rho) \xrightarrow{\rho \to 0^+} 0$; $B(s, s\rho) \xrightarrow{\rho \to +\infty} 1$. 
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(iv) $B(s, s\rho)$ decreases with $s$; $B(s, s\rho) \overset{s \to 0^+}{\longrightarrow} 1$; $B(s, s\rho) \overset{s \to +\infty}{\longrightarrow} \left\{ \begin{array}{ll} 0 & \text{if } \rho < 1 \\ 1 - 1/\rho & \text{if } \rho \geq 1 \end{array} \right.$.

**Lemma 2** For $s, \rho \in (0, +\infty)$, we have:

(i) For fixed $s$, $B^{-1}(s, s\rho)$ is decreasing and convex in $\rho$.

(ii) For fixed $\rho$, $B^{-1}(s, s\rho)$ increases with $s$ and $\frac{\partial B^{-1}}{\partial \rho}(s, s\rho)$ decreases with $s$.

(iii) $B^{-1}(1, \rho) = 1 + \frac{1}{\rho}$ and $\frac{\partial B^{-1}}{\partial \rho}(1, \rho) = -\frac{1}{\rho^2}$.

(iv) If $\rho > 1$, $1 < B^{-1}(s, s\rho) < \frac{\rho}{\rho - 1}$ and $-\frac{1}{(\rho - 1)^2} \leq \frac{\partial B^{-1}}{\partial \rho}(s, s\rho) < 0$, $\forall s$.

(v) If $A(s, \rho, c) = (1 - \rho)B^{-1}(s, s\rho) + (\rho - \rho^{c+1})$,

\[ A(s, \rho, c) > (\ldots, <) 0 \iff \rho < (\ldots, >) 1. \]

\[ A(s, \rho, c) + \rho^{c+1} > 0. \]

**Proof:** (i) From (4), we have

$$B^{-1}(s, s\rho) = \int_0^\infty e^{-x} \left(1 + \frac{x}{s\rho}\right)^s dx,$$  \hspace{1cm} (5)

so that,

$$\frac{\partial B^{-1}}{\partial \rho}(s, s\rho) = \int_0^\infty e^{-x} \left(1 + \frac{x}{s\rho}\right)^s \left[ -\frac{x}{\rho(x + s\rho)} \right] dx < 0, \forall \rho,$$  \hspace{1cm} (6)

and

$$\frac{\partial^2 B^{-1}}{\partial \rho^2}(s, s\rho) = \int_0^\infty e^{-x} \left(1 + \frac{x}{s\rho}\right)^s \left[ \frac{(xs)^2 + xs(x + 2s\rho)}{[\rho(x + s\rho)]^2} \right] dx > 0, \forall \rho.$$  \hspace{1cm} (7)

(ii) The statement follows directly from (5) and (6) since for $x, \rho \in (0, +\infty)$,

$$\left(1 + \frac{x}{s\rho}\right)^s \text{ and } \frac{s}{x + s\rho} \text{ increase with } s.$$

(iii) The statement is a direct consequence of (5), (6) and the fact that for $n \in \mathbb{N}$,

$$\int_0^\infty x^n e^{-x} dx = n!.$$

(iv) Let $\rho > 1$. The fact that $1 < B^{-1}(s, s\rho) < \frac{\rho}{\rho - 1}$ follows from Lemma 1(iv). From (6), it follows that

$$0 > \frac{\partial B^{-1}}{\partial \rho}(s, s\rho) = \int_0^\infty e^{-x} \left(1 + \frac{x}{s\rho}\right)^s \left[ -\frac{x}{\rho(x + s\rho)} \right] dx$$

$$\geq -\frac{1}{\rho^2} \int_0^\infty x e^{-x(1-1/\rho)} dx = -\frac{1}{(\rho - 1)^2}.$$
(v) Noting that $B^{-1}(s, s\rho) - 1 > 0, \forall (s, \rho)$, by Lemma 1(iii), and writing

$$A(s, \rho, c) = (1 - \rho)[B^{-1}(s, s\rho) - 1] + (1 - \rho^{c+1}),$$

the first part of (v) can be easily verified. The second part of the same result follows from the fact that

$$A(s, \rho, c) + \rho^{c+1} = (1 - \rho)B^{-1}(s, s\rho) + \rho,$$

$B^{-1}(s, s\rho) \geq 1$, and $B^{-1}(s, s\rho) \leq \rho/\rho - 1$ for $\rho > 1$, by Lemma 1 (iv). □

**Lemma 3** For $\rho, c \in (0, +\infty)$, let $f(c, \rho)$ be the positive continuous functions given by

$$f(c, \rho) = \frac{1 - \rho}{1 - \rho^c}, \quad \rho \neq 1.$$  

(8)

We have:

(i) If $c > 1$ is fixed, then $f(c, \rho)$ is decreasing and convex in $\rho$.

(ii) If $c < 1$ is fixed, then $f(c, \rho)$ is increasing and concave in $\rho$.

(iii) $f(c, 1) = \frac{1}{c}$, \quad $\frac{\partial f}{\partial \rho}(c, 1) = -\frac{c-1}{2c}$ and $\frac{\partial^2 f}{\partial \rho^2}(c, 1) = \frac{c^2-1}{6c}$.

(iv) If $\rho$ is fixed, then $f(c, \rho)$ is decreasing and convex in $c$.

**Proof:** (iii) Since $f(1, \rho) \equiv 1$, the statement is true if $c = 1$. We consider thus $c \neq 1$. The fact that $f(c, 1) = 1/c$ follows from the continuity of $f$ using L'Hôpital's rule. If we let for $\rho \in (0, +\infty)$

$$h_c(\rho) = -1 + c\rho^{c-1} - (c - 1)\rho^c,$$

then

$$\frac{\partial f}{\partial \rho}(c, 1) = \frac{h_c(\rho)}{(1 - \rho^c)^2},$$  

and using L'Hôpital's rule twice we get

$$\frac{\partial f}{\partial \rho}(c, 1) = \lim_{\rho \to 1} \frac{h_c(\rho)}{(1 - \rho^c)^2} = -\frac{c - 1}{2c}.$$  

If we let

$$g_c(\rho) = (c - 1) - (c + 1)\rho + (c + 1)\rho^c - (c - 1)\rho^{c+1},$$  

then

$$\frac{\partial^2 f}{\partial \rho^2}(c, \rho) = c\rho^{c-2} \frac{g_c(\rho)}{(1 - \rho^c)^3},$$  

and using L'Hôpital's rule three times we get

$$\frac{\partial^2 f}{\partial \rho^2}(c, 1) = \lim_{\rho \to 1} \frac{c g_c(\rho)}{(1 - \rho^c)^3} = \frac{c^2 - 1}{6c}.$$  

(14)
(i) Let $c > 1$ be fixed. We have, from (9),
\[ h'_c(\rho) = c(c - 1)\rho^{c-2}(1 - \rho) \begin{cases} > 0 & , \rho < 1 \\ < 0 & , \rho > 1 \end{cases} ; \]
now, since from (9) $h_c(1) = 0$, it follows that
\[ h_c(\rho) < 0, \forall \rho \neq 1. \tag{15} \]
From (10), (11) and (15) we conclude (since $c > 1$) that
\[ \frac{\partial f}{\partial \rho}(c, \rho) < 0, \forall \rho. \]
From (12), we have
\[ g'_c(\rho) = (c + 1) \left[ - (1 - \rho^{c-1}) + (c - 1)\rho^{c-1}(1 - \rho) \right], \tag{16} \]
and
\[ g''_c(\rho) = c(c + 1)(c - 1)\rho^{c-2}(1 - \rho), \]
therefore
\[ g''_c(\rho) > (=, <) 0 \iff \rho < (=, >) 1. \]
This implies, since from (16) $g'_c(1) = 0$, that
\[ g'_c(\rho) = (<) 0 \iff \rho = (\neq) 1, \]
and, since from (12) $g_c(1) = 0$,
\[ g_c(\rho) > (=, <) 0 \iff \rho < (=, >) 1. \tag{17} \]
From (13), (14) and (17) we conclude (since $c > 1$) that
\[ \frac{\partial^2 f}{\partial \rho^2}(c, \rho) > 0, \forall \rho. \]
This concludes the proof that $f(c, \rho)$ is decreasing and convex in $\rho$, for fixed $c > 1$.

(ii) If $c < 1$, following the steps in (i) (correspondent to the case $c > 1$) we conclude that $f(c, \rho)$ is increasing and concave in $\rho$.

(iv) From (8) we have
\[ \frac{\partial f}{\partial c}(c, \rho) = \rho^c \frac{\ln \rho}{1 - \rho^c} f(c, \rho), \quad \rho \neq 1, \tag{18} \]
and from (iii) $\frac{\partial f}{\partial c}(c, 1) = -c^{-2}$, so that $\frac{\partial f}{\partial c}(c, \rho) < 0$, for all $\rho$. This shows that $f(c, \rho)$ is decreasing in $c$ for fixed $\rho$. 
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From (18) it follows that
\[
\frac{\partial^2 f}{\partial c^2}(c, \rho) = \rho^c (1 + \rho^c) \left[ \frac{\ln \rho}{1 - \rho^c} \right]^2 f(c, \rho), \quad \rho \neq 1,
\]
and \( \frac{\partial^2 f}{\partial c^2}(c, 1) = 2c^{-3} \), so that \( \frac{\partial^2 f}{\partial c^2}(c, \rho) > 0, \forall \rho \). This shows that \( f(c, \rho) \) is convex in \( c \) for fixed \( \rho \). □

3 Properties of the GED Function

The GED function as given by equation (3) is uniquely defined, nevertheless the values of \( D(s, a, c) \) are only implicitly given there when the number of servers and the offered load are equal (\( a = s \)) and when the queue capacity is infinite (\( c = +\infty \)); the next represents a more explicit definition of the GED function:

**Lemma 4** For \( (s, \rho, c) \in (0, +\infty)^2 \times [0, +\infty] \), and \( D(s, a, c) \) defined by equation (3),

\[
D(s, a, c) = \begin{cases} 
0, & c = 0, (a, s) \in (0, +\infty)^2 \\
\frac{1 - \left(\frac{a}{s}\right)^c}{(1 - \frac{a}{s})B^{-1}(s, a) + \left[ \frac{a}{s} - \left(\frac{a}{s}\right)^{c+1} \right]^{1/2}}, & (s, a, c) \in (0, +\infty)^3, a \neq s \\
\frac{c}{c + \frac{1}{B^{-1}(s, a)}}C(s, a) & , c \in (0, +\infty), a = s \\
\frac{s}{a}, & c = +\infty, a < s \\
& , c = +\infty, a \geq s 
\end{cases}, \tag{19}
\]

where
\[
C(s, a) = \left[ \left(1 - \frac{a}{s}\right)B^{-1}(s, a) + \frac{a}{s} \right]^{-1}, \text{ for } 0 < a < s < +\infty \tag{20}
\]
is a continuous extension of the Erlang delay probability, given by equation (1), to noninteger number of servers.

**Proof:** Assume along the proof that \( (s, a) \in (0, +\infty)^2 \). For \( c \in (0, +\infty) \), \( a \neq s \) the theorem restates the definition of \( D(s, a, c) \) as given by equation (3). Since we assumed \( D(s, a, c) \) to be continuous, and using equation (3),

\[
D(s, a, 0) = \lim_{c \to 0^+} D(s, a, c) = 0.
\]

The fact that, for \( c \in (0, +\infty) \), \( D(s, s, c) = \frac{c}{B^{-1}(s, s) + c} \) follows again from equation (3) using L'Hôpital's rule. Finally, if \( c = +\infty \), by the continuity of \( D(s, a, c) \), and using equation (3) and the fact that \( D(s, s, c) = \frac{c}{B^{-1}(s, s) + c} \),

\[
D(s, a, +\infty) = \lim_{c \to +\infty} D(s, a, c) = \begin{cases} 
C(s, a) & \text{if } a < s \\
\frac{s}{a} & \text{if } a \geq s 
\end{cases},
\]

by the use of L'Hôpital's rule in case \( a \geq s \). □
Remark 1 When there is no queue room customers do not wait, $D(s,a,0) \equiv 0$ and thus there is nothing to be studied if the queue capacity is zero. When the queue capacity is infinite the GED function $D(s,a,+\infty)$ is equal to the Erlang delay function $C(s,a)$ if the offered load is smaller than the number of servers (i.e. if steady-state can be reached or equivalently if the traffic intensity is less than 1) and it is equal to $1/\rho$ otherwise. $1/\rho$ represents the long run proportion of customers that are delayed and served in $M/M/s/s+c$ systems with traffic intensity $\rho \geq 1$. If $\rho \geq 1$ as the queue capacity grows larger and larger ($c \to +\infty$) the fraction of delayed customers $D(s,s\rho,c)$ goes to $1/\rho$. □

We look now at the monotonicity properties of the GED function. Lemma 5 is a direct consequence of Lemma 4 (via the relation between the GED function with the Erlang loss function it establishes) and Lemma 1, which describes the monotonicity properties of the Erlang loss function.

Lemma 5 For $(s,a,\rho,c) \in (0, +\infty) \times [0, +\infty], D(s,a,c)$ and $D(s,s\rho,c)$ have the following properties:

(i) $D(s,a,c) \xrightarrow{a \to 0^+} 0; \quad D(s,a,c) \xrightarrow{a \to +\infty} 0.$

(ii) $D(s,a,c) \xrightarrow{s \to 0^+} 0; \quad D(s,a,c) \xrightarrow{s \to +\infty} 0.$

(iii) $D(s,s\rho,c) \xrightarrow{\rho \to 0^+} 0; \quad D(s,s\rho,c) \xrightarrow{\rho \to +\infty} 0.$

(iv) $D(s,s\rho,c)$ decreases with $s$; in addition, if $c < +\infty$,

$$D(s,s\rho,c) \xrightarrow{s \to 0^+} \begin{cases} \frac{1-\rho^c}{1-\rho^{c+1}} & \text{if } \rho \neq 1, \\ \frac{c}{c+1} & \text{if } \rho = 1, \end{cases} \quad D(s,s\rho,c) \xrightarrow{s \to +\infty} \begin{cases} 0 & \text{if } \rho < 1, \\ \frac{1}{\rho} - \frac{1}{\rho^{c+1}} & \text{if } \rho \geq 1, \end{cases}$$

and $D(s,s\rho, +\infty) \xrightarrow{s \to 0^+} 1$, $D(s,s\rho, +\infty) \xrightarrow{s \to +\infty} \begin{cases} 0 & \text{if } \rho < 1, \\ \frac{1}{\rho} & \text{if } \rho \geq 1. \end{cases}$

In Lemma 5 we did not characterize the behaviour of the GED function with respect to the queue capacity; this characterization is done in Theorem 1.

Theorem 1 For $s,a,\rho \in (0, +\infty), D(s,a,c)$ and $D(s,s\rho,c)$ are increasing and concave in $c$ in the interval $(0, +\infty)$.

Proof: It suffices to prove the result for $D(s,s\rho,c)$. Suppose that $c \in (0, +\infty)$. We consider first the case $\rho = 1$. From equation (19), $D(s,s,c) = c/[B^{-1}(s,s) + c]$, so that

$$\frac{\partial D}{\partial c}(s,s,c) = \frac{B^{-1}(s,s)}{[B^{-1}(s,s) + c]^2} > 0$$

and

$$\frac{\partial^2 D}{\partial c^2}(s,s,c) = -\frac{2B^{-1}(s,s)}{[B^{-1}(s,s) + c]^3},$$

so that the result is obviously true if $\rho = 1$. 


If \( \rho \neq 1 \), from equation (19) \( D(s, s\rho, c) = [1 - \rho^c]/A(s, \rho, c) \), where as defined in Lemma 2

\[
A(s, \rho, c) = (1 - \rho)B^{-1}(s, s\rho) + (\rho - \rho^{c+1}), \quad s, \rho, c \in (0, +\infty),
\]

so that, after a few steps, we get

\[
\frac{\partial D}{\partial c}(s, s\rho, c) = -\frac{\rho^c(\ln \rho)(1 - \rho)B^{-1}(s, s\rho)}{A^2(s, \rho, c)} > 0,
\]

by Lemma 3(v). It is also easy to derive that

\[
\frac{\partial^2 D}{\partial c^2}(s, s\rho, c) = -\frac{\rho^c(\ln \rho)^2(1 - \rho)B^{-1}(s, s\rho)[A(s, \rho, c) + 2\rho^{c+1}]}{A^3(s, \rho, c)} < 0,
\]

by Lemma 2(v). \( \Box \)

The reciprocal of the GED function is decreasing and convex in the queue capacity since, from Theorem 1, the GED function is positive, increasing and concave in the queue capacity. We will now use Lemmas (2) and (3) to show that the reciprocal of the GED function is convex in the traffic intensity and to prove in a simple and direct way, without using Theorem 1, that the same function is decreasing and convex in the queue capacity.

**Theorem 2** For \( s, a, \rho \in (0, +\infty) \) and \( c \in [0, +\infty] \), we have:

(i) If \( c \in [1, +\infty] \), \( D^{-1}(s, s\rho, c) \) is convex (non-strictly if \( c = +\infty \)) in \( \rho \).

(ii) \( D^{-1}(s, s\rho, c) \) and \( D^{-1}(s, a, c) \) are decreasing and convex in \( c \), for \( c \in (0, +\infty) \).

**Proof:** If we let \( f(c, \rho) \) be as in Lemma 3, we have from equation (3)

\[
D^{-1}(s, s\rho, c) = f(c, \rho)B^{-1}(s, s\rho) + \rho. 
\]

(21)

(i) Assume \( c \in [1, +\infty] \). (21) implies that

\[
\frac{\partial^2 D^{-1}}{\partial \rho^2}(s, s\rho, c) = \frac{\partial^2 f}{\partial \rho^2}(c, \rho)B^{-1}(s, s\rho) + 2\frac{\partial f}{\partial \rho}(c, \rho)\frac{\partial B^{-1}}{\partial \rho}(s, s\rho)
\]

\[
\quad + f(c, \rho)\frac{\partial^2 B^{-1}}{\partial \rho^2}(s, s\rho) > 0, \ \forall \rho,
\]

where the last inequality follows since, from Lemma 3(i) and (iii),

\[
f(c, \rho) > 0, \quad \frac{\partial f}{\partial \rho}(c, \rho) \leq 0, \quad \frac{\partial^2 f}{\partial \rho^2}(c, \rho) \geq 0,
\]

and from Lemma 2(i),

\[
B^{-1}(s, s\rho) > 0, \quad \frac{\partial B^{-1}}{\partial \rho}(s, s\rho) < 0, \quad \frac{\partial^2 B^{-1}}{\partial \rho^2}(s, s\rho) > 0,
\]

(22)
for all $\rho \in (0, +\infty)$. The statement is thus proved if $c < +\infty$. Consider now the case $c = +\infty$. From equation (19) it follows that

$$D^{-1}(s, s\rho, +\infty) = \begin{cases} C^{-1}(s, s\rho), & \rho < 1 \\ \rho, & \rho \geq 1 \end{cases}. \quad (24)$$

Now, from (24) and (20) and using Lemma 2(i), it follows that for $\rho < 1$

$$\frac{\partial D^{-1}}{\partial \rho}(s, s\rho, +\infty) = -\left[B^{-1}(s, s\rho) - 1\right] + (1 - \rho)\frac{\partial B^{-1}}{\partial \rho}(s, s\rho) < 0, \quad (25)$$

and

$$\frac{\partial^2 D^{-1}}{\partial \rho^2}(s, s\rho, +\infty) = (1 - \rho)\frac{\partial^2 B^{-1}}{\partial \rho^2}(s, s\rho) - 2\frac{\partial B^{-1}}{\partial \rho}(s, s\rho) > 0. \quad (26)$$

$D^{-1}(s, s\rho, +\infty)$ is thus decreasing and convex in $\rho$ for $\rho < 1$ and, from equation (24), is linear and increasing for $\rho \geq 1$. This implies, by the continuity of $D^{-1}(s, s\rho, +\infty)$ in $\rho$, that $D^{-1}(s, s\rho, +\infty)$ is non-strictly convex in $\rho$.

(ii) The statement is an immediate consequence of equation (21) and Lemma 3(iv). \(\square\)

**Theorem 3** For $s, \rho \in (0, +\infty)$ and $c \in [1, +\infty]$, we have:

(i) For fixed $s$ and $c$, $\exists \rho_{s,c}^* \in (0, +\infty)$, s.t.

$$\frac{\partial D^{-1}}{\partial \rho}(s, s\rho, c) < (>) 0 \iff \rho < (>) \rho_{s,c}^*. \quad (27)$$

(ii) If $c \in [1, +\infty)$ is fixed, then $\rho_{s,c}^*$ is increasing in $s$.

(iii) For fixed $s$ and $c \in [1, +\infty)$,

$$\rho_{s,c}^* < (=, >) 1 \iff s < (=, >) 1,$$

and $\rho_{s,+\infty}^* \equiv 1 \equiv \rho_{1,c}^*$.

(iv) $\rho_{s,c}^* < 2, \forall s, c.$

**Proof:** (i) We consider first $c = +\infty$. From equation (24), $\frac{\partial D^{-1}}{\partial \rho}(s, s\rho, +\infty) = 1$ if $\rho > 1$, so that, using (25),

$$\frac{\partial D^{-1}}{\partial \rho}(s, s\rho, +\infty) = \begin{cases} < 0, & \rho < 1 \\ > 0, & \rho > 1 \end{cases}. \quad (28)$$

We consider now $c \in [1, +\infty)$. The fact that, from Lemma 5(iii),

$$D^{-1}(s, s\rho, c) \xrightarrow{\rho \rightarrow 0^+} +\infty; \quad D^{-1}(s, s\rho, c) \xrightarrow{\rho \rightarrow +\infty} +\infty,$$
along with Theorem 2(i) proves the result in (27) for $c \in [1, +\infty)$. This and (28) show that this statement is true.

(ii) Let $c \in [1, +\infty)$, then from (21) it follows that

\[ \frac{\partial D^{-1}}{\partial \rho}(s, s\rho, c) = 1 + \frac{\partial f}{\partial \rho}(c, \rho) B^{-1}(s, s\rho) + f(c, \rho) \frac{\partial B^{-1}}{\partial \rho}(s, s\rho). \]  
\[ (29) \]

From (29), (22) and Lemma 2(ii), it follows that $\frac{\partial D^{-1}}{\partial \rho}(s, s\rho, c)$ is decreasing in $s$, for fixed $\rho$. This implies, by (27), that $\rho^*_{s,c}$ is increasing in $s$, for fixed $c \in [1, +\infty)$.

(iii) The fact that $\rho^*_{s,\infty} = 1$ follows from (28). Let $c \in [1, +\infty)$, then from (29), and using Lemma 3(iii) and Lemma 2(iv), it follows that

\[ \left[ \frac{\partial D^{-1}}{\partial \rho}(1, \rho, c) \right]_{\rho=1} = 1 - \frac{c - 1}{2c} - \frac{1}{c} = 0, \]

so that $\rho^*_{1,c} \equiv 1$. This, by (ii), implies that

$\rho^*_{s,c} < (=, >) 1 \iff s < (=, >) 1.$

(iv) From (iii) it suffices to consider $c \in [1, +\infty)$. Suppose thus that $c \in [1, +\infty)$. To prove the statement we need, by Theorem 2(i) and (27), to check that

\[ \left[ \frac{\partial D^{-1}}{\partial \rho}(s, s\rho, c) \right]_{\rho=2} > 0. \]  
\[ (30) \]

From equation (29), Lemma 3(i) and (iii), and Lemma 2(iv) we have:

\[ \left[ \frac{\partial D^{-1}}{\partial \rho}(s, s\rho, c) \right]_{\rho=2} > 1 + 2 \frac{\partial f}{\partial \rho}(c, 2) - f(c, 2) = \frac{2^c}{(2^c - 1)^2} [2^c - (c + 1)] \geq 0, \]

thus proving (30). \qed

**Corollary 1** For $s, \rho \in (0, +\infty)$ and $c \in [1, +\infty],$

\[ \exists \rho^*_{s,c} \in (0, +\infty) \text{ s.t. } \frac{\partial}{\partial \rho} D(s, s\rho, c) > (<) 0 \iff \rho < (>) \rho^*_{s,c}. \]  
\[ (31) \]

Moreover $\rho^*_{s,c}$ is the same value as in equation (27) and has therefore all the properties stated in Theorem 3.

**Proof:** From (27) and the fact that

\[ \frac{\partial D}{\partial \rho}(s, s\rho, c) = -D^{-2}(s, s\rho, c) \frac{\partial D^{-1}}{\partial \rho}(s, s\rho, c), \]

the result follows. \qed

The implications of Corollary 1 for the properties of the steady state delay probability in $M/M/s/s + c$ systems are given in Corollary 2 (which follows directly from Corollary 1).
Corollary 2 The steady state delay probability in M/M/s/s + c systems with c ≥ 1 is increasing in the traffic intensity ρ if ρ is below some ρ^*_s,c and decreasing if ρ is greater than ρ^*_s,c. Moreover,

(i) 1 ≤ ρ^*_s,c < 2.
(ii) ρ^*_1,c = ρ^*_s,+∞ = 1.
(iii) ρ^*_s,c is increasing in s.

4 Numerical Illustrations

In this section we consider ρ^*_s,c as defined in Theorem 1. Tables 1 and 2 give the values ρ^*_s,c for a broad range of number of servers s and queue capacity c, spaced appropriately with a view to giving a good idea as to how ρ^*_s,c changes as we change the number of servers (table 1) and the queue capacity (table 2).
<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>10</th>
<th>50</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>1.32472</td>
<td>1.21409</td>
<td>1.15923</td>
<td>1.10498</td>
<td>1.05649</td>
<td>1.02930</td>
<td>1.01198</td>
</tr>
<tr>
<td>3</td>
<td>1.48373</td>
<td>1.32359</td>
<td>1.24267</td>
<td>1.16141</td>
<td>1.08758</td>
<td>1.04565</td>
<td>1.01871</td>
</tr>
<tr>
<td>4</td>
<td>1.57971</td>
<td>1.39207</td>
<td>1.29600</td>
<td>1.19839</td>
<td>1.10848</td>
<td>1.05680</td>
<td>1.02336</td>
</tr>
<tr>
<td>5</td>
<td>1.64449</td>
<td>1.43959</td>
<td>1.33666</td>
<td>1.22507</td>
<td>1.12393</td>
<td>1.06517</td>
<td>1.02688</td>
</tr>
<tr>
<td>6</td>
<td>1.69140</td>
<td>1.47475</td>
<td>1.36195</td>
<td>1.24549</td>
<td>1.13599</td>
<td>1.07181</td>
<td>1.02970</td>
</tr>
<tr>
<td>7</td>
<td>1.72705</td>
<td>1.50196</td>
<td>1.38411</td>
<td>1.26174</td>
<td>1.14579</td>
<td>1.07727</td>
<td>1.03204</td>
</tr>
<tr>
<td>8</td>
<td>1.75511</td>
<td>1.52370</td>
<td>1.40202</td>
<td>1.27506</td>
<td>1.15396</td>
<td>1.08188</td>
<td>1.03404</td>
</tr>
<tr>
<td>9</td>
<td>1.77781</td>
<td>1.54152</td>
<td>1.41682</td>
<td>1.28622</td>
<td>1.16091</td>
<td>1.08585</td>
<td>1.03577</td>
</tr>
<tr>
<td>10</td>
<td>1.79658</td>
<td>1.55641</td>
<td>1.42930</td>
<td>1.29573</td>
<td>1.16693</td>
<td>1.08933</td>
<td>1.03731</td>
</tr>
<tr>
<td>11</td>
<td>1.81236</td>
<td>1.56906</td>
<td>1.43998</td>
<td>1.30936</td>
<td>1.17220</td>
<td>1.09240</td>
<td>1.03867</td>
</tr>
<tr>
<td>N</td>
<td>12</td>
<td>1.82583</td>
<td>1.57995</td>
<td>1.44924</td>
<td>1.31115</td>
<td>1.17687</td>
<td>1.09516</td>
</tr>
<tr>
<td>U</td>
<td>13</td>
<td>1.83746</td>
<td>1.58942</td>
<td>1.45734</td>
<td>1.31751</td>
<td>1.18105</td>
<td>1.09765</td>
</tr>
<tr>
<td>M</td>
<td>14</td>
<td>1.84761</td>
<td>1.59776</td>
<td>1.46450</td>
<td>1.32317</td>
<td>1.18481</td>
<td>1.09991</td>
</tr>
<tr>
<td>B</td>
<td>15</td>
<td>1.85655</td>
<td>1.60514</td>
<td>1.47088</td>
<td>1.32825</td>
<td>1.18822</td>
<td>1.10197</td>
</tr>
<tr>
<td>E</td>
<td>16</td>
<td>1.86449</td>
<td>1.61173</td>
<td>1.47661</td>
<td>1.33284</td>
<td>1.19133</td>
<td>1.10388</td>
</tr>
<tr>
<td>R</td>
<td>17</td>
<td>1.87158</td>
<td>1.61766</td>
<td>1.48177</td>
<td>1.33701</td>
<td>1.19418</td>
<td>1.10563</td>
</tr>
<tr>
<td>18</td>
<td>1.87796</td>
<td>1.62301</td>
<td>1.48646</td>
<td>1.34081</td>
<td>1.19681</td>
<td>1.10727</td>
<td>1.04547</td>
</tr>
<tr>
<td>19</td>
<td>1.88372</td>
<td>1.62788</td>
<td>1.49074</td>
<td>1.34430</td>
<td>1.19924</td>
<td>1.10879</td>
<td>1.04619</td>
</tr>
<tr>
<td>20</td>
<td>1.88897</td>
<td>1.63232</td>
<td>1.49465</td>
<td>1.34751</td>
<td>1.20149</td>
<td>1.11021</td>
<td>1.04686</td>
</tr>
<tr>
<td>F</td>
<td>22</td>
<td>1.89814</td>
<td>1.64013</td>
<td>1.50157</td>
<td>1.35324</td>
<td>1.20555</td>
<td>1.11279</td>
</tr>
<tr>
<td>24</td>
<td>1.90590</td>
<td>1.64679</td>
<td>1.50751</td>
<td>1.35819</td>
<td>1.20911</td>
<td>1.11509</td>
<td>1.04921</td>
</tr>
<tr>
<td>26</td>
<td>1.91255</td>
<td>1.65253</td>
<td>1.51265</td>
<td>1.36252</td>
<td>1.21227</td>
<td>1.11715</td>
<td>1.05022</td>
</tr>
<tr>
<td>S</td>
<td>28</td>
<td>1.91832</td>
<td>1.65785</td>
<td>1.51716</td>
<td>1.36634</td>
<td>1.21509</td>
<td>1.11901</td>
</tr>
<tr>
<td>30</td>
<td>1.92337</td>
<td>1.66195</td>
<td>1.52115</td>
<td>1.36974</td>
<td>1.21762</td>
<td>1.12070</td>
<td>1.05198</td>
</tr>
<tr>
<td>E</td>
<td>35</td>
<td>1.93362</td>
<td>1.67096</td>
<td>1.52934</td>
<td>1.37680</td>
<td>1.22298</td>
<td>1.12433</td>
</tr>
<tr>
<td>R</td>
<td>40</td>
<td>1.94144</td>
<td>1.67789</td>
<td>1.53570</td>
<td>1.38236</td>
<td>1.22729</td>
<td>1.12732</td>
</tr>
<tr>
<td>V</td>
<td>45</td>
<td>1.94760</td>
<td>1.68341</td>
<td>1.54079</td>
<td>1.38686</td>
<td>1.23084</td>
<td>1.12983</td>
</tr>
<tr>
<td>E</td>
<td>50</td>
<td>1.95529</td>
<td>1.68789</td>
<td>1.54496</td>
<td>1.39057</td>
<td>1.23382</td>
<td>1.13199</td>
</tr>
<tr>
<td>R</td>
<td>50</td>
<td>1.95529</td>
<td>1.68789</td>
<td>1.54496</td>
<td>1.39057</td>
<td>1.23382</td>
<td>1.13199</td>
</tr>
<tr>
<td>S</td>
<td>60</td>
<td>1.96017</td>
<td>1.69476</td>
<td>1.55138</td>
<td>1.39637</td>
<td>1.23887</td>
<td>1.13549</td>
</tr>
<tr>
<td>70</td>
<td>1.96565</td>
<td>1.69977</td>
<td>1.55610</td>
<td>1.40068</td>
<td>1.24220</td>
<td>1.13824</td>
<td>1.06140</td>
</tr>
<tr>
<td>80</td>
<td>1.96981</td>
<td>1.70359</td>
<td>1.55972</td>
<td>1.40403</td>
<td>1.24507</td>
<td>1.14047</td>
<td>1.06272</td>
</tr>
<tr>
<td>90</td>
<td>1.97306</td>
<td>1.70659</td>
<td>1.56258</td>
<td>1.40670</td>
<td>1.24740</td>
<td>1.14231</td>
<td>1.06383</td>
</tr>
<tr>
<td>100</td>
<td>1.97569</td>
<td>1.70903</td>
<td>1.56490</td>
<td>1.40888</td>
<td>1.24933</td>
<td>1.14388</td>
<td>1.06480</td>
</tr>
<tr>
<td>150</td>
<td>1.98365</td>
<td>1.71646</td>
<td>1.57207</td>
<td>1.41572</td>
<td>1.25557</td>
<td>1.14912</td>
<td>1.06822</td>
</tr>
<tr>
<td>200</td>
<td>1.98768</td>
<td>1.72027</td>
<td>1.57577</td>
<td>1.41931</td>
<td>1.25898</td>
<td>1.15215</td>
<td>1.07035</td>
</tr>
<tr>
<td>250</td>
<td>1.99011</td>
<td>1.72258</td>
<td>1.57803</td>
<td>1.42153</td>
<td>1.26114</td>
<td>1.15415</td>
<td>1.07185</td>
</tr>
<tr>
<td>300</td>
<td>1.99175</td>
<td>1.72413</td>
<td>1.57955</td>
<td>1.42303</td>
<td>1.26264</td>
<td>1.15557</td>
<td>1.07296</td>
</tr>
<tr>
<td>400</td>
<td>1.99379</td>
<td>1.72609</td>
<td>1.58148</td>
<td>1.42495</td>
<td>1.26458</td>
<td>1.15748</td>
<td>1.07453</td>
</tr>
<tr>
<td>500</td>
<td>1.99503</td>
<td>1.72727</td>
<td>1.58264</td>
<td>1.42613</td>
<td>1.26579</td>
<td>1.15870</td>
<td>1.07560</td>
</tr>
<tr>
<td>1000</td>
<td>1.99751</td>
<td>1.72965</td>
<td>1.58500</td>
<td>1.42851</td>
<td>1.26830</td>
<td>1.16136</td>
<td>1.07816</td>
</tr>
</tbody>
</table>

Table 1: Zeros of GED’s derivative with respect to $\rho$.  
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<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>50</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.32472</td>
<td>1.48373</td>
<td>1.64449</td>
<td>1.79658</td>
<td>1.88897</td>
<td>1.95259</td>
<td>1.98768</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.21409</td>
<td>1.32359</td>
<td>1.43959</td>
<td>1.55641</td>
<td>1.63232</td>
<td>1.68789</td>
<td>1.72027</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.15923</td>
<td>1.24267</td>
<td>1.33366</td>
<td>1.42930</td>
<td>1.49465</td>
<td>1.54496</td>
<td>1.57577</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.12659</td>
<td>1.19393</td>
<td>1.26884</td>
<td>1.35006</td>
<td>1.40775</td>
<td>1.45406</td>
<td>1.48373</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.10498</td>
<td>1.16141</td>
<td>1.22507</td>
<td>1.29573</td>
<td>1.34751</td>
<td>1.39057</td>
<td>1.41931</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.08963</td>
<td>1.13818</td>
<td>1.19353</td>
<td>1.25611</td>
<td>1.30314</td>
<td>1.34345</td>
<td>1.37136</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.07818</td>
<td>1.12077</td>
<td>1.16972</td>
<td>1.22590</td>
<td>1.26901</td>
<td>1.30695</td>
<td>1.33410</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.06932</td>
<td>1.10724</td>
<td>1.15122</td>
<td>1.20208</td>
<td>1.24190</td>
<td>1.27775</td>
<td>1.30420</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1.06225</td>
<td>1.09642</td>
<td>1.13618</td>
<td>1.18283</td>
<td>1.21983</td>
<td>1.25382</td>
<td>1.27961</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.05649</td>
<td>1.08764</td>
<td>1.12933</td>
<td>1.16693</td>
<td>1.20149</td>
<td>1.23382</td>
<td>1.25898</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>1.05170</td>
<td>1.08023</td>
<td>1.11369</td>
<td>1.15358</td>
<td>1.18601</td>
<td>1.21684</td>
<td>1.24140</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1.04765</td>
<td>1.07400</td>
<td>1.10501</td>
<td>1.14221</td>
<td>1.17276</td>
<td>1.20222</td>
<td>1.22620</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>1.04420</td>
<td>1.06868</td>
<td>1.09756</td>
<td>1.13241</td>
<td>1.16128</td>
<td>1.18949</td>
<td>1.21293</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>1.04121</td>
<td>1.06406</td>
<td>1.09110</td>
<td>1.12387</td>
<td>1.15125</td>
<td>1.17831</td>
<td>1.20123</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.03859</td>
<td>1.06003</td>
<td>1.08544</td>
<td>1.11637</td>
<td>1.14240</td>
<td>1.16841</td>
<td>1.19082</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1.03629</td>
<td>1.05647</td>
<td>1.08044</td>
<td>1.10973</td>
<td>1.13453</td>
<td>1.15957</td>
<td>1.18149</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>1.03425</td>
<td>1.05331</td>
<td>1.07599</td>
<td>1.10380</td>
<td>1.12749</td>
<td>1.15162</td>
<td>1.17308</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>1.03242</td>
<td>1.05049</td>
<td>1.07201</td>
<td>1.09848</td>
<td>1.12115</td>
<td>1.14445</td>
<td>1.16546</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>1.03078</td>
<td>1.04794</td>
<td>1.06842</td>
<td>1.09368</td>
<td>1.11542</td>
<td>1.13793</td>
<td>1.15851</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.02930</td>
<td>1.04565</td>
<td>1.06517</td>
<td>1.08933</td>
<td>1.11021</td>
<td>1.13199</td>
<td>1.15215</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>1.02673</td>
<td>1.04165</td>
<td>1.05552</td>
<td>1.08173</td>
<td>1.10108</td>
<td>1.12153</td>
<td>1.14091</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>1.02457</td>
<td>1.03830</td>
<td>1.05477</td>
<td>1.07532</td>
<td>1.09335</td>
<td>1.11263</td>
<td>1.13128</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>1.02273</td>
<td>1.03545</td>
<td>1.05073</td>
<td>1.06985</td>
<td>1.08673</td>
<td>1.10495</td>
<td>1.12293</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>1.02115</td>
<td>1.03299</td>
<td>1.04723</td>
<td>1.06511</td>
<td>1.08098</td>
<td>1.09826</td>
<td>1.11561</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>1.01977</td>
<td>1.03085</td>
<td>1.04419</td>
<td>1.06098</td>
<td>1.07595</td>
<td>1.09238</td>
<td>1.10914</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>1.01700</td>
<td>1.02655</td>
<td>1.03806</td>
<td>1.05263</td>
<td>1.06574</td>
<td>1.08038</td>
<td>1.09582</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>1.01492</td>
<td>1.02330</td>
<td>1.03343</td>
<td>1.04629</td>
<td>1.05796</td>
<td>1.07115</td>
<td>1.08546</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>1.01329</td>
<td>1.02076</td>
<td>1.02980</td>
<td>1.04132</td>
<td>1.05182</td>
<td>1.06383</td>
<td>1.07716</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>1.01198</td>
<td>1.01871</td>
<td>1.02688</td>
<td>1.03731</td>
<td>1.04686</td>
<td>1.05788</td>
<td>1.07035</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.01000</td>
<td>1.01564</td>
<td>1.02247</td>
<td>1.03124</td>
<td>1.03933</td>
<td>1.04879</td>
<td>1.05984</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>1.00859</td>
<td>1.01343</td>
<td>1.01931</td>
<td>1.02687</td>
<td>1.03339</td>
<td>1.04218</td>
<td>1.05209</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>1.00753</td>
<td>1.01177</td>
<td>1.01693</td>
<td>1.02357</td>
<td>1.02977</td>
<td>1.03714</td>
<td>1.04613</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>1.00670</td>
<td>1.01047</td>
<td>1.01507</td>
<td>1.02100</td>
<td>1.02654</td>
<td>1.03318</td>
<td>1.04141</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>1.00603</td>
<td>1.00943</td>
<td>1.01358</td>
<td>1.01893</td>
<td>1.02395</td>
<td>1.02999</td>
<td>1.03756</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1.00403</td>
<td>1.00631</td>
<td>1.00908</td>
<td>1.01268</td>
<td>1.01608</td>
<td>1.02024</td>
<td>1.02568</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>1.00303</td>
<td>1.00474</td>
<td>1.00682</td>
<td>1.00953</td>
<td>1.01211</td>
<td>1.01528</td>
<td>1.01951</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>1.00242</td>
<td>1.00379</td>
<td>1.00546</td>
<td>1.00764</td>
<td>1.00971</td>
<td>1.01227</td>
<td>1.01574</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>1.00202</td>
<td>1.00166</td>
<td>1.00456</td>
<td>1.00637</td>
<td>1.00810</td>
<td>1.01025</td>
<td>1.01319</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>1.00152</td>
<td>1.00237</td>
<td>1.00342</td>
<td>1.00478</td>
<td>1.00609</td>
<td>1.00772</td>
<td>1.00996</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.00121</td>
<td>1.00190</td>
<td>1.00274</td>
<td>1.00383</td>
<td>1.00488</td>
<td>1.00618</td>
<td>1.00801</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>1.00061</td>
<td>1.00095</td>
<td>1.00137</td>
<td>1.00192</td>
<td>1.00244</td>
<td>1.00311</td>
<td>1.00404</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Zeros of GED’s derivative with respect to ρ.
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