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Abstract

Spreading activation methods have been recommended in information retrieval to expand the search vocabulary and to complement the retrieved document sets. The spreading activation strategy is reminiscent of earlier associative indexing and retrieval systems. Some spreading activation procedures are briefly described, and evaluation output is given, reflecting the effectiveness of one of the proposed procedures.
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1. Associative Information Retrieval

It is well-known that simple matching procedures between the vocabularies contained in the query formulations and the stored documents do not always produce acceptable retrieval output. For this reason, methods have been introduced to expand the query formulations by adding to the initial queries new terms, or expressions, that are related to the originally available terms. Analogously, the retrieved document subsets can be augmented by using items that are similar, or related, to the originally available items. [1,2]

The difficulty in applying such associative retrieval methods is the identification of related terms and documents that will improve the retrieval operations. If few related terms, or documents, are identified, the retrieval output is unlikely to be substantially improved. On the other hand, when the query vocabulary or the retrieved document sets are drastically altered, the advantages gained from some useful added terms, or documents, are often lost because inappropriate terms will also have been supplied.

In principle, it is possible to use generally valid term or document associations for the expansion operations. Thus term associations might be derived by using available term thesauruses, specifying groups of related terms, or word dictionaries that contain definitions and other characteristics of the stored vocabulary. Analogously, associations between documents could be defined formally by observing similarities between documents derived from library classification schedules. In practice, generally valid vocabulary or document relations are difficult to find, so that it is necessary to rely on locally valid relations that are applicable only for particular document collections in particular situations. The well-known relevance feedback process, which augments the initial query vocabulary by adding terms contained in previously retrieved documents known to be relevant to the query, is an example of such a local term augmentation process. [3-5]

Various methods have been suggested for computing locally valid term and document associations. One such process, known as associative linear retrieval, consists in taking the original assignment of terms to documents specified in matrix C of Figure 1(a), and using it to
compute a matrix \( T \) of pairwise term association factors, as well as a matrix \( D \) of pairwise document association factors. Assuming that \( C \) is of dimension \( d \times t \), the \( d \times d \) matrix \( D \) specifying the associations between pairs of documents is then obtained by using similarities in the term assignments to pairs of documents. For example, the similarity between documents \( D_i \) and \( D_j \), stored as the \( ij \)th element of matrix \( D \), is computed by comparing rows \( i \) and \( j \) of matrix \( C \) (see Fig. 1(b)). Similarly the \( t \times t \) matrix \( T \) giving the term relations is obtained by noting similar postings patterns for pairs of terms (see Fig. 1(c)). In a linear retrieval system, the response vector \( r \) giving the retrieval values for all \( d \) documents of the collection can be computed by using the linear transformations shown in Fig. 1(d). [6-7]

While attempts have been made to produce workable term and document expansion systems, it is fair to say that completely satisfactory models have never been designed. For example, a query expansion method using term associations derived from a maximum spanning tree of term similarities led to the following conclusions: [8]

"Our results on query expansion using the NPL data are disappointing. We have not been able to achieve any significant improvements over non-expansion... This leaves the whole question of the effectiveness of query expansion methods unresolved."

Other recent attempts to supply expanded document representations using citations and other bibliographic indicators attached to texts and documents have also led to the conclusion that effective term expansion methods valid for a variety of different collections are difficult to generate. [9]

Various reasons may be given for the lack of consistent improvements in the associative retrieval operations: First, the associations derived from particular pairs of documents, or pairs of terms, may be valid only locally in the particular environment from which the associations are derived. [10] Second, most practical methods for computing the linear document associations are based on the assumption that the terms are originally uncorrelated, that is, independent of each other; furthermore, the term association computations require an analo-
gous assumption about the independence of the documents. [11] Finally, methods based on simplified theoretical models may not reflect the reality of existing relationships between documents and terms in operational situations. [12,13]

Recently, the term and document expansion methods have been revised using so-called spreading activation techniques based on mechanisms of human memory operations. [14-16] These developments are briefly covered in the remainder of this note.

2. Spreading Activation Techniques

The spreading activation techniques used in information retrieval are based on the existence of maps specifying the existence of particular relations between terms or concepts, or between documents, as the case may be. A typical arrangement of concepts of interest in cardiology is shown in Fig. 2. An alternative map including both terms as well as documents appears in Fig. 3. In both cases, the terms or documents are represented by network nodes, and the relationships between terms or documents are specified by labelled links between the nodes. In the examples of Figs. 2 and 3, the documents may be related through bibliographic citation (when one document cites another one), or by being close neighbors of each other (because the term sets assigned to the respective items are sufficiently similar). Analogously, two terms may be synonyms of each other, or one of the terms may be specified as a part, or a component of some other term.

The node activation process used in the spreading model starts by placing a specified activation weight at some starting term or document node. Typically the starting node might represent a term included in an initial query formulation, or a document retrieved in an earlier search operation. The initial activation weight then spreads through the network along the links originating at the starting node. The spreading action first affects those nodes located closest to the starting node, and spreads through the network one link at-a-time. Normally, the activation weight of a node is computed as a function of the weighted sum of the inputs to that node from directly connected nodes. If $a_j$ is the original activation weight of
node $j$, and $w_{ij}$ is the link weight between nodes $i$ and $j$, representing the influence of node $j$ on node $i$, the new activation weight $a_i'$ of node $i$ may then be computed as

$$W_i = \sum_{\text{connected nodes}} w_{ij} \cdot a_j$$

$$a_i' = f(W_i)$$

where the summation extends over all nodes $j$ directly connected to a given node.

Most spreading activation systems differ from the earlier associative indexing and retrieval system in several respects: [15,16]

a) Each node is assigned a special activation weight, which depends on the starting activation weight, and the link and node types traversed in the activation process.

b) Distance constraints may be imposed in the activation process by stopping the activity at some specified distance from the original node.

c) Nodes with a large branching ratio (fan-out) that are connected to many other nodes (therefore possibly representing ambiguous, or general notions or documents) may be bypassed in the activation process, or may otherwise receive special treatment.

d) The activation process follows specific rules. Thus for topic activations, the activation rules might be of the form

$$[(\text{topic } x \text{ with weight } w(x)) \text{ and } (\text{link type } L(x,y))] \text{ implies } (\text{topic } y \text{ with weight } w(y))$$

Obviously, the node activation process used in the spreading system is much more refined than the earlier node association procedures where all nodes and all links receive equal treatment. This implies that, potentially at least, much better retrieval results can be obtained by the spreading activation process than by the ordinary node association system. The effectiveness of the process is, however, crucially dependent on the availability of a representative node association map, and on the use of activation rules that can distinguish
the useful from the extraneous nodes. It remains to be seen whether representative term and
document maps can be designed for the subject areas covered by ordinary document collections,
and whether the refined spreading rules made possible by the system can actually be
translated into workable node activation methods.

3. Evaluation of a Particular Spreading Activation Method

A complete spreading activation system that makes use of diverse link types, and of
spreading rules with distance and fan-out constraints, has not so far been implemented with
ordinary document collections. However, various simplified systems are discussed in the
literature. One typical approach consists in starting with an initial query $Q$, using an activa-
tion weight $w_{q_i}$ equal to the weight of each term $i$ in the query as shown at the top of Fig. 4.
Each query term node then activates the nodes of the corresponding terms in all documents in
which that term occurs. The activation weight of the document term nodes is a combination of
the weights $w_{q_i}$ and $w_{d_i}$ of terms $i$ in queries and documents respectively. Finally, each docu-
ment node is activated using some function of the term weights of all terms present in that
document. Using such a computation of document weights, the items could be retrieved in
decreasing order of the weights of all documents. A simplified representation of a document
weighting operation using the spreading activation model is shown in Fig. 4. In that case, dis-
tance and fan-out restrictions are not used, and there are no explicit relations between terms
or documents.

The following typical node weighting system has been proposed for a spreading activation
model of document retrieval. [17] Assuming that the query node first receives an initial
activation weight $A$, the activation weight $a_t$ of a query term $t$ is defined as

$$a_t = A \frac{w_{q_t}}{\sum_{i=1}^{m} w_{q_i}}$$

(2)

where $w_{q_t}$ is the initial weight of term $t$ in the query, and the denominator represents a nor-
malization factor equal to the sum of the weights of all query terms. A document node \( D \) reached from term \( t \) is next activated with a weight \( a_d \) as follows

\[
a_d = a_t \frac{w_{dt}}{\sum_{j=1}^{N} w_{jt}}
\]  

(3)

where \( w_{dt} \) once again represents the original weight of term \( t \) in the document, and the summation in the denominator covers the \( t \)th term in all \( N \) documents of the collection. In a binary indexing system, where terms present in a given document (or query) receive a weight of 1, and term absent from the document (or query) are assigned a weight of 0, the denominator in (2) is equal to the number of query terms, whereas the denominator in (3) represents a document frequency factor equivalent to the postings frequency of term \( t \), that is, the number of documents to which term \( t \) is assigned.

The total activation for a given document \( D \) received from all query terms assigned to that document can be summed to obtain the corresponding query-document similarity: [17]

\[
similarity(D,Q) = A \sum_{i=1}^{m} \left( \sum_{k=1}^{m} w_{qi} \left[ \sum_{j=1}^{n} w_{ji} \right] \right)
\]

(4)

The retrieval effectiveness of a system based on the query-document similarity measure of expression (4) can be compared with that produced by other well-known document and query term weighting systems. Effective term weighting systems are known to be based on three different components: [18-20]

a) A *term frequency* factor (tf) that measures the frequency of occurrence of a term in a given document or query. Alternatively, an enhanced term frequency factor normalized to lie between 0.5 and 1, and computed as \((0.5 + 0.5 \text{ tf/ max tf})\), can be used where \( \text{max tf} \) is the highest value of the term frequency for any term in a particular document or query.

b) An *inverse document frequency* (idf) factor, typically computed as \(\log \frac{N}{n_i} \), which
increases as the postings frequency $n_i$ of term $i$ decreases for a collection of $N$
documents.

(c) And a length normalization factor which reduces all document and query vectors
to the same length. For a given document vector $(w_{d_1}, w_{d_2}, ..., w_{d_m})$ the length
normalization might be $1/ \sqrt{\sum_{i=1}^{m} (w_{d_i})^2}$.

It is known that an effective term weighting system for document terms uses a composite
$tf \times idf$ (term frequency multiplied by inverse document frequency) factor that is normalized
for document length so that all documents are treated equally, regardless of the number and
the weight of the assigned terms. For query terms, the length normalization becomes
unnecessary because queries are normally short and more homogeneous in length than doc-
ments. However, the query terms may be given extra importance by insisting that the query
term frequency factors lie in the range from 0.5 to 1. Useful term weighting factors for doc-
ments and queries may then be computed in the following way [20]:

a) For document terms

$$W_d = \frac{tf \cdot \log (N/n)}{\sqrt{\sum_{vector} [tf_i \cdot \log \frac{N}{n_i}]^2}}$$

(5)

b) For query terms

$$W_q = \left[ 0.5 + \frac{0.5 \cdot tf}{\text{max } tf} \right] \log \frac{N}{n}$$

(6)

Using the term weight of expressions (5) and (6), a document retrieval value may be
obtained for each document by computing the standard vector product between query and
document vectors as follows:

$$\text{similarity } (D, Q) = \sum_{i=1}^{m} w_{d_i} \cdot w_{q_i}$$

(7)

When the vectors jointly contain a number of highly weighted terms, the similarity value of
expression (7) will be large, and the corresponding documents may then be retrieved early in a
given search operation.

By interpreting the query and document activation factors used in the spreading activation system as ordinary term weights, a comparison becomes possible between the spreading activation method of expression (4) and other previously used vector processing methods. In the spreading activation system, the inverse document frequency factor is absent for the query terms, and the document terms are not normalized for vector length. Furthermore, the inverse document frequency factors used for document terms differ substantially between the spreading activation formula (4) and the \((tf \times idf)\) system of expressions (5) and (6).

A number of query and document term weighting coefficients are included in Table 1. In each case the query document similarity is obtainable by multiplying the weights of equivalent query and document terms, and summing over all terms. The first four weighting systems of Table 1 are derived from the spreading activation method of expression (4); the other four systems represent more general vector processing strategies.

The first method of Table 1 is the exact spreading activation system of expression (4). Method (2) adds a normalization factor for document length. Method (3) represents the basic spreading activation with more conventional (L2) normalization factors in the denominator. Method (4) is equivalent to (2), but uses an L2 normalization. The four vector processing methods (5) to (8) represent a standard term frequency weight for both queries and documents (5), a standard term frequency multiplied by inverse document frequency \((tf \times idf)\) (6), a length normalized term frequency for documents and enhanced \((tf \times idf)\) weights for queries (7), and finally a normalized \(tf \times idf\) weight for documents and enhanced \((tf \times idf)\) weight for queries (8). These last two weighting strategies are known to produce a high order of retrieval effectiveness. [20]

The weighting systems of Table 1 are evaluated using six document collections in different subject areas, ranging in size from 1033 documents and 30 queries in biomedicine (MED) to 12,684 documents and 84 queries in electrical engineering (INSPEC). The collection characteristics are listed in Table 2. The evaluation output is shown in Table 3 for the eight
term weighting systems using the six sample document collections. The performance is measured by giving average search precision values evaluated at three fixed recall points of 0.25, 0.50, and 0.75. The average precision values are further averaged over the number of queries available for each collection. The base run is the spreading activation system of expression (4) described earlier in [17]. Percentage improvement or deterioration figures are shown in Table 3 reflecting the differences in performance between each particular method and the corresponding base run.

Table 3 shows that the simple spreading activation system does not produce a high performance level. Improvement in retrieval effectiveness are easily obtained by using better normalization factors, and in particular by taking into account the document length. Furthermore, with the exception of the term frequency weights of method (5), the vector processing model produces better output than the spreading activation system. The weighting system of method (8) improves the output by factors ranging from 23 percent for the NPL collection to over 40 percent for CISI and CRAN above the performance level of the spreading activation system.

The simple spreading activation system considered in this study may not be sufficiently powerful to produce acceptable retrieval output. More refined systems may become available in the future; such systems must be evaluated before actual implementations in retrieval environments appear warranted.
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(1) Spreading Activation

\[ \frac{t f_{d_i}}{N} \sum_{j=1}^{N} t f_{j_i} \]  

\[ \frac{t f_{q_i}}{m} \sum_{k=1}^{m} t f_{q_k} \]

$L_1$ term normalization
(document normalization extends over jth term in all $N$ documents)

(2) Spreading Activation

\[ \sqrt{\frac{m}{k=1} (t f_{d_i})^2} \cdot \sqrt{\sum_{j=1}^{N} t f_{j_i}} \]  

\[ \frac{t f_{d_i}}{m} \sum_{k=1}^{m} t f_{q_k} \]

$L_1$ term normalization and document length normalization

(3) Spreading Activation

\[ \sqrt{\sum_{j=1}^{N} (t f_{j_i})^2} \]  

\[ \sqrt{\sum_{k=1}^{m} (t f_{q_k})^2} \]

$L_2$ term normalization

(4) Spreading Activation

\[ \sqrt{\sum_{k=1}^{m} (t f_{i_k})^2} \sqrt{\sum_{j=1}^{N} (t f_{j_i})^2} \]  

\[ \sqrt{\sum_{k=1}^{m} (t f_{q_k})^2} \]

$L_2$ term normalization and document length normalization

(5) Vector Process

standard $t f$ weights for documents and queries

\[ t f_{d_i} \]  

\[ t f_{q_i} \]

(6) Vector Process

standard $(t f \times idf)$ weights for documents and queries

\[ \left[ t f_{d_i} \cdot \log \frac{N}{n_i} \right] \]  

\[ \left[ t f_{q_i} \cdot \log \frac{N}{n_i} \right] \]

(7) Vector Process

tf documents length normalized; enhanced $t f \times idf$ queries

\[ \frac{t f_{d_i}}{\sqrt{\sum_{k=1}^{m} (t f_{d_i})^2}} \]  

\[ 0.5 + \frac{0.5}{\max t f_q} \left[ \log \frac{N}{n_i} \right] \]

(8) Vector Process (best)

tf $\times idf$ documents length normalized; enhanced $t f \times idf$ queries

\[ \frac{t f_{d_i} \cdot \log \frac{N}{n_i}}{\sqrt{\sum_{k=1}^{m} (t f_{d_i} \cdot \log \frac{N}{n_i})^2}} \]  

\[ 0.5 + 0.5 \frac{t f_{q_i}}{\max t f_q} \left[ \log \frac{N}{n_i} \right] \]

Weighting Formulas for Document and Query Terms
($N$ documents in collection, $m$ distinct terms)
<table>
<thead>
<tr>
<th>Collection</th>
<th>Number of Documents</th>
<th>Average Number of Document Terms</th>
<th>Number of Queries</th>
<th>Average Number of Query Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>CACM</td>
<td>3204</td>
<td>24.5</td>
<td>64</td>
<td>10.1</td>
</tr>
<tr>
<td>CISI</td>
<td>1460</td>
<td>46.6</td>
<td>112</td>
<td>28.3</td>
</tr>
<tr>
<td>CRAN</td>
<td>1398</td>
<td>53.1</td>
<td>225</td>
<td>9.2</td>
</tr>
<tr>
<td>INSPEC</td>
<td>12684</td>
<td>32.5</td>
<td>84</td>
<td>15.6</td>
</tr>
<tr>
<td>MED</td>
<td>1033</td>
<td>51.6</td>
<td>30</td>
<td>10.1</td>
</tr>
<tr>
<td>NPL</td>
<td>11429</td>
<td>20.0</td>
<td>100</td>
<td>7.2</td>
</tr>
</tbody>
</table>

Collection Specifications

Table 2
<table>
<thead>
<tr>
<th>Processing Method</th>
<th>CACM</th>
<th>CISI</th>
<th>CRAN</th>
<th>INSPEC</th>
<th>MED</th>
<th>NPL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3204 docs</td>
<td>1460 docs</td>
<td>1397 docs</td>
<td>12684 docs</td>
<td>1033 docs</td>
<td>11429 docs</td>
</tr>
<tr>
<td>64 queries</td>
<td>112 queries</td>
<td>225 queries</td>
<td>84 queries</td>
<td>30 queries</td>
<td>100 queries</td>
<td></td>
</tr>
</tbody>
</table>

(1) Standard Spreading Activation (base runs)

- CACM: .2830
- CISI: .1844
- CRAN: .2724
- INSPEC: .2110
- MED: .4539
- NPL: .1577

(2) Spreading Activation with Document Length Normalization

- CACM: .2636
- CISI: .1991
- CRAN: .3115
- INSPEC: .2174
- MED: .4732
- NPL: .1486

- CACM: -7%
- CISI: +8%
- CRAN: +14%
- INSPEC: +3%
- MED: +21%
- NPL: -6%

(3) Spreading Activation ($L_2$ norm) with Length Normalization

- CACM: .3167
- CISI: .1745
- CRAN: .2744
- INSPEC: .2142
- MED: .4279
- NPL: .1697

- CACM: +12%
- CISI: -5%
- CRAN: +1%
- INSPEC: +2%
- MED: -6%
- NPL: +8%

(4) Spreading Activation ($L_2$ norm) with Length Normalization

- CACM: .3299
- CISI: .2081
- CRAN: .3540
- INSPEC: .2434
- MED: .4779
- NPL: .1848

- CACM: +17%
- CISI: +13%
- CRAN: +30%
- INSPEC: +15%
- MED: +5%
- NPL: +15%

(5) Vector Process standard $g$ weights

- CACM: .1647
- CISI: .1322
- CRAN: .1834
- INSPEC: .1060
- MED: .3899
- NPL: .1197

- CACM: -42%
- CISI: -28%
- CRAN: -37%
- INSPEC: -50%
- MED: -14%
- NPL: -24%

(6) Vector Process standard $g\times idf$ weights

- CACM: .3248
- CISI: .2166
- CRAN: .2991
- INSPEC: .2365
- MED: .5177
- NPL: .1846

- CACM: +15%
- CISI: +40%
- CRAN: +10%
- INSPEC: +12%
- MED: +14%
- NPL: +17%

(7) Vector Process $g$ length normed documents; enhanced $g\times idf$ queries

- CACM: .3252
- CISI: .2189
- CRAN: .3950
- INSPEC: .2626
- MED: .5542
- NPL: .2170

- CACM: +15%
- CISI: +42%
- CRAN: +45%
- INSPEC: +24%
- MED: +22%
- NPL: +38%

(8) Vector Process $g\times idf$ length normed documents; enhanced $g\times idf$ queries

- CACM: .3630
- CISI: .2189
- CRAN: .3841
- INSPEC: .2626
- MED: .5628
- NPL: .1933

- CACM: +28%
- CISI: +42%
- CRAN: +41%
- INSPEC: +24%
- MED: +24%
- NPL: +23%

---

Performance Evaluation for 6 Document Collection
(3-point precision averages)

Table 3
a) Original matrix $C$ showing term assignment to documents


Fig. 1. Linear Associative Retrieval
c) Computation of term association matrix $T$ using overlapping postings to documents between pairs of terms

\[
\begin{align*}
\text{Initial retrieval} & \quad r = C \cdot q \\
\text{operation} & \quad (d) \quad (d \times t) \quad (t)
\end{align*}
\]

\[
\begin{align*}
\text{Retrieval with} & \quad r = C \cdot T \cdot q \\
\text{augmented terms} & \quad (d) \quad (d \times t) \quad (t \times t) \quad (t)
\end{align*}
\]

\[
\begin{align*}
\text{Retrieval with} & \quad r = D \cdot C \cdot q \\
\text{augmented documents} & \quad (d) \quad (d \times d) \quad (d \times t) \quad (t)
\end{align*}
\]

\[
\begin{align*}
\text{Retrieval with augmented} & \quad r = D \cdot C \cdot T \cdot q \\
\text{terms and documents} & \quad (d) \quad (d \times d) \quad (d \times t) \quad (t \times t) \quad (t)
\end{align*}
\]

d) Computation of document retrieval values

Fig. 1 Linear Associative Retrieval (cont.)
Typical Concept Arrangement (excerpted from [15])

Fig. 2

Typical Term-Document Map (adapted from [16])

Fig. 3
Simplified Spreading Activation from Query to Corresponding Documents

Fig. 4