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Preface

PL/CV3 is a logic for reasoning about constructive objects which include the data types of high level programming languages and programs themselves as well as the typical objects of a constructive mathematics. It provides a logical foundation for rigorous program development and has been tailored to suit such development for a class of procedural languages (including parts of Algol 68, PL/I, Pascal, Ada, or Russell).

PL/CV3 is a dialect of a more general class of logics characterized by seven properties.

1) Each logic of the class is constructive and is intended to express all of constructive mathematics. Presently, the class is based around Martin-Löf's Intuitionistic Type Theory (ITT) [Martin-Löf 75], a theory which evolved from [Scott 70] and is closely related to the typed lambda calculus of AUTOMATH [de Bruijn 70].

2) The logics are designed to be automated and useable. Proofs can be built with mechanical assistance and are checked by a mechanical proof checker. One of the principal techniques for achieving this is the employment of automatic rules of inference and user defined proof strategies.

3) The concept of a command and the attendant notion of a general recursive procedure are built-in (but the concept is not primitive and can be regarded as a linguistic convention). So each member of the class is a programming logic, and is intended to serve in
building practical programs.

(4) Functions (including proofs) and commands can be executed. Indeed programs are to be efficiently executed. So each logic defines a programming language as well.

(5) A rich notion of recursive type is available.

(6) Objects are treated in a strongly intensional way; they can be taken apart and reassembled by functions of the theory (somewhat in the style of LISP [see Allen 78]). So the metalanguage of level \( n \) is available at level \( n+1 \).

(7) The logics are integrated with a computer system to present a unified view of the universe to an interactive user who works inside the theory.

The family of logics with these characteristics was called AUTOLOG in [Constable 80].\(^1\) This family is similar in spirit to the AUTOMATH family of [de Bruijn 70]. The full name for PL/CV3 would be AUTOLOG-PL/CV3. The name PL/CV3 arises because the system extends PL/CV2, an elementary constructive programming logic based on features (2), (3), and (4). PL/CV2 has been implemented and used since 1978.\(^2\) The programs of PL/CV2 are a subset of PL/I (hence the name PL...) which can be executed by various PL/CS compilers [Conway, Gries 75], and the Cornell

---

\(^1\) The name used there was FORMAL, which has since been superceded by the more descriptive name.

\(^2\) It is described in the publications A Programming Logic [Constable, O'Donnell 78], A Computer System for Checking Proofs [Johnson 80], Introduction to the PL/CV2 Programming Logic and Verifier [Constable, Johnson, Eichenlaub 81], and AVIS: An Interactive Proof Development System [Kraftt 81].
Program Synthesizer [Teitelbaum, Reps 81]. The above features are more compatible with the Algol 68 programming language (without explicit use of LCF objects), but the PL/CV2 system was built in an environment where PL/I was the principle language.

The principal aim of this system is feasible formal expressiveness. That is, we aim to express naturally a very wide class of algorithms, problems and solutions, including all those which commonly arise in mathematical computing. Moreover we aim to express them formally in a way that permits mechanical checking of arguments and execution of functions and commands. These goals are at variance with mathematical brevity. This logic is not small, it is not concise. While the concepts are powerful and elegant, and the core logic is simple, their elaboration into a useable system results in a complex mass of detail.

One system with comparable aims is Edinburgh LCF. In fact, LCF has been a model for us in phrasing properties (3) and (7) in detail. We subscribe to the methodology espoused in LCF, but we believe in properties (1) through (7) as well. The Edinburgh LCF system is also very large and complex, even though it too is the elaboration of simple and elegant mathematical concepts [Scott 70].

It is possible that building any feasible formal system will result in a large system. In any case, this system is large, and this report is not intended to be a leisurely introduction to it. We will write other documents which explain the system, which describe features of its possible full implementation, which reduce it to its essential
mathematical core and which prove properties of this core.\(^3\) Many of those reports will need to reference a defining document like this.

We are planning a proof checker for the full PL/CV3 logic. It will provide an experimental verification facility similar in spirit and philosophy to the Edinburgh LCF system [Gordon, Milner, Wadsworth 79]. But as with PL/CV2, the checker will use constructive reasoning, so classical arguments must exhibit non-constructive steps explicitly. Nevertheless, any classical argument should be expressible.

This report concentrates on describing the type theory and the applicative core language. We call the core V3. Details of the programming rules and the interactive environment are omitted. This core can be integrated into any programming logic similar in style to PL/CV (an Algol logic would be appealing). It can also be used as a completely applicative language in the style of LISP or the reduction languages of [Backus 78].

\(^3\)The core logic will be described by the authors in an article to appear in the proceedings of the IBM Logic of Programs Conference, May 1981, to be published by Springer-Verlag Lecture Notes in Computer Science.
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1. Introduction

1.1. The Logic

The PL/CV3 logic is based on the concept of a constructive type. A type can be thought of as the intensional version of a set, i.e., it is more than a collection of objects; it is a method of constructing elements of the type. So a type is a method of construction. Among the objects of the theory are proofs and computations, as well as the integers, booleans, sets, and other standard types. Types are themselves objects of a higher type, forming an open hierarchy of types.

The logic of the underlying theory is constructive and all of the facilities for mechanical assistance in generating and checking proofs assume a constructive logic. Classical non-constructive results can be obtained in the usual ways if they are ever needed (see [Bishop 67; Constable 80]). As a consequence of the constructivity, all objects claimed to exist can be exhibited; in particular all functions are computable and every statement has computational meaning. It makes sense to execute the proofs of theorems of the form "for all x of type A there is a y of type B". By providing an object "a" of type A, the user can ask the proof to compute an object of type B.

An explicit program syntax is provided which allows for the more or less conventional procedural specification of algorithms as well as the applicative style of a purely functional logic. The particular syntax
used here is PL/I-like for historical reasons, but the concepts apply
equally well to similar parts of Algol 68, Ada, and related languages.
Programs, unlike proofs, are intended to execute efficiently. It is
possible that an interpreter will be available for the entire class of
programs of PL/CV3.

The logic freely mixes programs with types, so they can be mixed
with assertions to produce asserted programs and formulas of algorithmic
logic (or programming logic or dynamic logic as it is sometimes called,
see [Rasiowa 77, Pratt 76, Constable 77]).

The PL/CV2 language and its proof checker and proof synthesizer
were designed to support elementary instruction in algorithmic problem
solving and in certain mathematical aspects of programming and computer
science. The full PL/CV3 logic is primarily a research tool for the
study of program verification and mechanically assisted reasoning
(especially in computational mathematics).

This report is a very brief account of the PL/CV3 logic. It is
written for a mature reader familiar with the basic elements of
mathematical logic and computer programming, and concentrates on the
applicative core of the theory.

1.2. The universe

The PL/CV3 system maintains an environment in which users and other
processes can interact with the universe of constructive mathematical
objects. The PL/CV3 logic defines the universe and its laws, the system
enforces these laws and enables processor actions.
Base types included in the theory are integers, strings, booleans and atomic propositions. New types can be built from them by the operations of the theory (unions, function spaces, quotients, etc.). Members of the base types, i.e. specific integers, strings and truth values, are not types themselves. However, every object has a type, including those objects which are themselves types. This leads to a hierarchy of types -- the type of all types that can be built from the base types and the operations is given a name and becomes a new base type from which a larger universe of types can be constructed. Thus, the universe is stratified into levels, 1, 2, ..., n, ..., At level n+1, the universe at level n can be described.

Objects in the theory that are not themselves types, that is, do not themselves have elements, are known as individuals. Integers, characters, the boolean constants "True" and "False", and objects formed from them by the action of injections are examples of individuals.

Following [Curry, Feys and Craig 58; Howard 69; Martin-Löf 75], who pointed out the analogy between propositions and types, we include propositions as types. Members of propositions viewed as types are proofs of the proposition. Combining this interpretation of a proposition as a type with the operations on types gives a natural constructive semantics to the predicate calculus, with natural extensions to higher order logic, corresponding to higher levels in the universe. In talking about the universe at level n, we use a meta-language that cannot be part of the theory at level n. Because of these natural extensions to higher levels, the meta-language can be expressed at level n+1 and hence is part of the theory as a whole.
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PL/CV3 takes a strongly intensional view of the universe. That is, any object (in particular, a function) may be examined by a function (which is itself object of the theory) and different actions taken depending on the structure of the object. Because of the difference between our intensional functions and the usual definition of a function (an input/output relation), we shall from here on refer to intensional functions as operations.

The operations of the theory are indexed by level. The level of the operation used depends on the level of its arguments. Thus the operation itself (at a specific level) is an object of the theory.

1.2.1. Frames of reference

The PL/CV3 system provides the user a type in which to build objects. The level of this type is determined by the highest level of objects constructed within it.

Associated with the type in which the user is working is a type called the frame of reference, similar to a "state" as used in other semantic theories. It associates with each name in use a type and a value. The type associated with a name in the frame of reference is the type to which values bound to the name must belong; the corresponding value (of that type) gives the current value bound to the name. Every object the user creates can be accessed uniquely through the frame of reference.

Commands and declarations change the frame of reference. A command maps the frame to itself, changing the current values of variables. A declaration changes the frame of reference by adding new components.
(new user names) to it. A command or declaration also has the effect of changing the universe so that user supplied names always refer to the newly transformed value. This feature of commands, called the global naming convention, is axiomatized in terms of the familiar assignment rule.

1.2.2. Processes and operations

The user can

(1) construct a member of a specified (non-empty) type;

(2) name a constructed object of the theory;

(3) apply (constructed and builtin) operations to other objects of the theory (both types and individuals);

(4) alter the frame of reference.

These operations can be given meaning within the system, and hence, as in the above discussion on operations within the theory, are operations with as many instances as there are levels. Furthermore, they can be used from objects constructed within the theory, such as LISP functions can themselves call EVAL on objects they have constructed.

Operation 1, constructing a member of a type known to be non-empty, is quite simple. For a logical theorem, finding a member of the type which is the theorem is equivalent to finding a proof of the theorem — but since the theorem (type) is known to be proven (non-empty, i.e. a proof has already been given) finding the proof is just a matter of looking it up (verifying it). This operation can be assisted by the
system in varying amounts - some automatic inference rules can be built in, or a theorem prover could be incorporated (making this operation one of "attempt to find a member"), or a combination of human and automatic proving could be used.

Note that the interpreter/theorem prover/verifier is an object of the system; it can be written down as a program for any specific level, and acts at a level which depends on the arguments to which it is applied.

Operation 2 provides a way of naming objects. It is also the source of one form of equality, which can be proven by reference to the definition. As discussed above in terms of declarations and commands, the frame of reference concept gives semantics to the binding of values to names and is still a part of the theory.

Operation 3 covers most of the actions users will ordinarily perform. Applications of built-in operations (such as "+n") and operations which arise out of the rules for the intensionality of objects (such as "ISUNION") are placed in their most simplified form automatically. Applications of user defined operations are simplified whenever possible. Note that this category of action includes the conditional operation which tests if a (decidable) type is empty or not, choosing one of two actions as a result.

Operation 4 is distinct from declarations and most commands. By "altering the frame of reference", we mean changing one's viewpoint of which names are local and which global. A procedure call in ordinary programming languages comes close to emulating the effect. Before the transfer of control, one set of variable names is meaningful; some are
easily accessible (local variables) and others (possible none), belonging to the called procedure, are less easily accessed. After the transfer, a different but not necessarily disjoint set of names is meaningful; some names may occur in both sets, but with different meanings.

Due to PL/CV3's strong intensionality, any name can be accessed from any position in the universe. However, some are considered local, while others need complete qualification, depending on the scope of the declarations involved. When the user (or a program) changes the frame of reference, a new set of names are considered local, while some of the old set may now need extensive qualification. This has similarities to constructs in several programming languages. In Pascal, the "WITH <structure reference> DO ... END" opens up the structure referred to, so that its fields need not be qualified in the begin block that follows. A similar feature is available in SIMULA 67, dealing with the variables available for reference in a class to which other classes have been prefixed.

As a consequence of operations 1, 2, 4 and the intensional interpretation of the universe, it is possible to enter and edit structured data by using the operators provided by the strong intensionality rules. Such structured editing can also support a (proof) synthesizer of the type described in [Teitlebaum 1979; Krafft 1981]. But it is also possible to use the same features to build a synthesizer which is aware of the logical structure of arguments and which enforces a particular development methodology such as top down refinement. (It appears that LCF tactica could also be used to build
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such a specialized proof construction methodology.) In particular the program refinement logic of [Bates, 1979] can be viewed as a specialized collection of proof generating functions.

Since all operations and user actions can be specified from within the theory, PL/CV3 provides a uniform view of actions to both the user and to a process within the system. All actions taking place in the metalanguage at one level are parts of the theory at a higher level, and can be reasoned about at that level. For example, users are permitted to define operations which are given the maximum level number of their arguments as an extra argument, unspecifiable except by changing the actual parameters. Since operations always terminate, any invocation will use some maximum level of the universe, depending on the arguments supplied. The invocation can then be described as an object in the universe one level higher than that. This allows users to create objects similar to the built-in proof rules, where the level used is a function of the parameters.
2. Types

2.1. Introduction

This introduction to types is brief. Readers desiring a more explanatory and philosophical account of the type theory are referred to [Constable 80, Martin-Löf 75].

A type in this logic can be viewed as a method of constructing elements. For example, the product type \( A \times B \) denotes the method of pairing an object from \( A \) with one from \( B \). These types are similar to Algol 68 modes, but unlike a mode, types in PL/CV3 are themselves values, and can be manipulated with appropriate operators. In this respect, they are similar to those of Russell [Donahue and Demers, 79].

The type constants provided by the system are listed below.

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>INT</td>
<td>The type of integers.</td>
</tr>
<tr>
<td>BOOL</td>
<td>The type of the logical constants &quot;true&quot; and &quot;false&quot;. The PL/I names &quot;'I'B'&quot;, &quot;'O'B'&quot;, &quot;FIXED&quot;, and &quot;BIT&quot; are also allowed.</td>
</tr>
<tr>
<td>CHAR</td>
<td>The type of single characters in the character set of the language.</td>
</tr>
<tr>
<td>VOID</td>
<td>The canonical type with no members.</td>
</tr>
<tr>
<td>TYPE(i)</td>
<td>See below for further explanation.</td>
</tr>
</tbody>
</table>

Types in PL/CV3 can be treated as objects and operated on to produce more complex types. The operations available are:

**Cartesian product:** Given types \( S \) and \( T \), \( S \times T \) (or PROD(S, T)) is the type whose elements are built by pairing together an element of \( S \) with an element of \( T \) (the operation extends in the obvious way to an
arbitrary number of types as operands). Labels can be applied to the
operands of the product, as in PROD(first : INT, second : INT), and then
used as selectors to obtain one of a pair. For example, given a value z
in the above type, z.first is the value of its first component, while
z.second is the value of its second. This construction has a parallel
in many programming languages—a structure in PL/I, a mode of the form
structure( field1 ..., field2 ...) in Algol 68, and a record in PASCAL
can be considered types which are the cartesian products of the types of
their components. Dependent products can also be defined in PL/CV3—
that is, products of the form PROD(x : T1, y : T2(x)), where the type of
a later component depends on the value of a previous component. (PASCAL
variant records are a special case, where the value of one component is
used to choose among a finite number of alternative types for other
components in a structure.)

Disjoint union: Given n types S₁, ..., Sₙ (not necessarily distinct),
S₁ + ⋯ + Sₙ (or UNION(S₁, ..., Sₙ)) represents their disjoint union. The
system provides a case discriminator operation, CASE(i, r), where r is a
member of a union type, and 1 ≤ i ≤ n, which represents the
proposition that r comes from the i^th disjunct of a disjoint union.
Injectors to move a value from a type into a union type are also
provided by the system: INJ(S, UNION(S, T))(s) is a member of S + T for
s a member of S.

Unions over an infinite index type are also available.
∀x ∈ T. P(x), where P is an operation from T to TYPE(i) for some i,
represents the union of all the elements of the type P(x) as x varies
over T. As will be seen later, the infinite union types effectively
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subsume the finite union types and the product types (above).

Recursive definition: New types can be constructed from old ones by recursive definition, that is, writing a definition for a type T that involves T as well as other types. For example, the type of binary trees of integer values is given by

\[
\text{DEFINE tree} = \text{INT} \times (\text{INT} \times \text{tree} \times \text{tree}).
\]

As well as using a DEFINE statement to define a recursive type, a form similar to PROD can be used:

\[
\text{R}(\text{tree} : \text{INT} \times (\text{INT} \times \text{tree} \times \text{tree}))
\]

is equivalent to using the above. Simultaneous recursion over several types is allowed; for example, the type of binary trees could also be defined as

\[
\text{R}(
\begin{align*}
\text{tree} : \text{INT} \times \text{tree}\_\text{structure}, \\
\text{tree}\_\text{structure} : \text{INT} \times \text{tree} \times \text{tree}
\end{align*}
)
\]

although this definition is not entirely equivalent to the one given above.

Recursive definition of types appears in many programming languages, often in the form of a structure containing pointers or references to new allocations of the structure itself. In particular, unlike PL/I pointers which can point to any location in memory, Algol 68 references are to specific modes, and PASCAL pointers are also bound to a specific type, which is the spirit of these recursive definitions.

Function types: Given a type T and an expression B(x) which evaluates to a type for every x in T, we can form the type of a function space by \( \text{Ax} \in T. B(x) \). This type has as members operations which given an
argument y of type T return a value of type B(y). In the degenerate case
where B(x) = S for some constant type S, \( \forall x \in T.S \), where S does not
depend on x, is abbreviated as \( T \rightarrow S \). The \( \forall \) operator is (constructive)
universal quantification over the type T.

**Quotient types:** Within the intensional type system, one can obtain
extensional implementations (sets and extensional equivalence of
functions, for example) by using the quotient operator. An operation f
of type \( A \rightarrow A \rightarrow \text{TYPE} \) is an equivalence relation if it is symmetric,
reflexive, and transitive (interpreting the output type as a
proposition, symmetry would be phrased "\( f(a)(b) \leftrightarrow f(b)(a) \)"). We can
then form the type \( A / f \), the type of all equivalence classes of A under
f. Functions from a quotient type to any other type are constrained to
respect the equivalence relation of that quotient type; a function h of
type \( (A / f) \rightarrow B \) must have the property that for x and y in \( A / f \)
(obtained from \( x' \) and \( y' \) in A), if \( f(x')(y') \) is true, then it must be
the case that \( h(x) = h(y) \).

**Parameterized types:** An expression which evaluates to a type for
all values of some variable in the expression can be abstracted with
respect to that variable, giving a parameterized type. Parameterized
types are operations which return types as their value. For example, an
operation which when given a type returns the "square" of the type can
be written as

\[
\text{FOR } t \text{ TYPE DEFINE } \text{square}(t) = t \times t
\]

This facility becomes more useful after the introduction of types which
contain types as members (see below).
Types as objects: Types take the status of objects when a 'large type' is constructed, that is, a type whose elements are themselves types. The simplest of such large types is the constant provided by the system, TYPE, or TYPE(1). This is the type whose elements are types constructible from the base types, and the operators listed above. Thus the type of the type INT is TYPE, as are the types of INT + INT, INT x CHAR, and 'tree' as defined above, for example.

Similarly, since TYPE(1) itself must have a type, there is a constant TYPE(2) which denotes the type whose elements are all types constructible from the base types plus TYPE(1), and the operations listed above. Thus $\forall x \in \text{TYPE}. (x \times x)$ (the type of all operation which take a type as argument and return as value a member of the "square" of that type) is of type TYPE(2), as is $\text{TYPE} \times \text{INT}$, the type of all ordered pairs whose first element is a "small" type and whose second is an integer.

Continuing in this manner, the type of TYPE(2) is TYPE(3), and so on. This hierarchy of types is countably infinite, and, as argued elsewhere ([Martin-Löf 75]), we do not see how to close off with a universal "type of all types" and remain a constructive theory consistent with ordinary mathematics.

According to the simple doctrine of types espoused here (see [Martin-Löf 75]), every object must have a type. As a system for reasoning about programs, we must be able to deal with proofs and propositional reasoning. The type of a proof is the proposition it proves. For example, the type $\forall n \in \text{INT}. \text{prime}(n)$ (whose type is TYPE) is essentially the set of all ordered pairs whose first element is an
integer $n$, and whose second element is a member of the type $\text{prime}(n)$, that is, a proof of the proposition that $n$ is prime (given a suitable definition of the proposition/type "prime").
2.2. *The Syntax and Type Consistency of Expressions*

In this section the syntax of an expression is presented in terms of the operators available in the language. The operators will be discussed in order of their precedence in an expression, and the type information connected with each operator is given.

In addition, the conditions under which an expression is type consistent are presented. Just as syntactic rules ensure that an expression can be parsed in only one way, type consistency rules ensure that every expression has exactly one meaning.

We include in our syntax the programming language portions of PL/CV3. Although the proof rules for these constructs are not described in this report, their construction is straight-forward, being similar to those of PL/CV2.

We first give a portion of syntax that is used frequently.


g <list of typed variables> ::= <list of typed variables> , <typed unit> | <typed unit>  
g <typed unit> ::= <identifier> [ ] <expression> | ( <list of identifiers> ) [ ] <expression>  
g <list of identifiers> ::= <list of identifiers> , <identifier> | <identifier>  
g <expression list> ::= <expression list> , <expression> | <expression>
2.2.1. The highest precedence operations in PL/CV3 are operation application, parenthesized expressions, and selection from ordered tuples.

\[ \text{<expression>} ::= \text{<expression>} \cdot \text{<expression>} \\
| ( \text{<expression>} ) \\
| \text{<expression>} ( \text{<expression> list} ) \]

Note that the operations mentioned in the previous section, such as PROD, UNION, REC, etc., are examples of expression applications when supplied with appropriate arguments.

An expression of the form "f(a)" is type consistent if both f and a are type consistent, and f is of type \( \forall y \in A. B(y) \) for some types A and B, and a is of type A.

An expression of the form "a.b" is type consistent if a and b are type consistent, and a is of type

\[ \text{PRED}(x_1 ; x_1, x_2 ; x_2, \ldots, x_n ; x_n (x_1, \ldots, x_n)) \]

for appropriate \( x_1, \ldots, x_n \) and b is of type \( \forall t \in \text{INT.1} \leq t \leq n \).

2.2.2. \( \mathbf{A. V.} \ (x \in A \mid B(x)) \), \( \{ \text{<list of identifiers>} \} \), \( \neg \), -(unary): These are all unary or bracketing operators, and hence have equal precedence. However, their syntax and type requirements are different.

2.2.2.1. \( \mathbf{A. V.} \ (x \in A \mid B(x)) \): These operators are constructive universal (A) and existential (V, \( \{ x \in A \mid B(x) \} \)) quantification. The words SOME and ALL are synonyms for V and A, respectively. The form \( \{ x \in A \mid B(x) \} \) is another way of saying \( V x \in A. B(x) \).

\[ \text{<expression>} ::= [ \mathbf{A, V} ] \text{<list of typed variables>} \cdot \text{<expression>} \\
\text{<expression>} ::= \{ \text{<identifier> [ e ] <expression> 1} \mid \text{<expression> 2} \} \]
An expression of the form $\forall x \in T. S(x)$ is type consistent (similarly for $V$ or $(x \in T \mid S(x))$ if $T$ and $S$ are type consistent, $T$ is of type $\text{TYPE}(i)$ for some positive $i$, and $S$ is of type $T + \text{TYPE}(j)$ for some positive $j$.

The variables appearing in the list are called bound variables, their scope being the expression over which they are quantified. Note that the $<expression>$ is the shortest expression consistent with this precedence structure. Thus $V(x, y) \in \text{INT}.x = y$ is equivalent to $(V(x, y) \in \text{INT}.x) = y$, which is not legal, as the bound $x$ does not evaluate to a type for every (or indeed any) element of the type $\text{INT}$.

2.2.2.2. $<\text{list of identifiers}>$: This syntax provides for the introduction of enumeration types, that is, for finite types whose elements are given by the identifier names in the list. The occurrence of a name in the list constitutes a new definition for the name. The value associated with the name is an unspecified individual which is an element of the enumeration type. Equality between the members of the type is decidable.

2.2.2.3. $\neg$: This is the "not" operator, which acts either as the PL/1 boolean operator (when given a boolean operand), or as the constructive negation operator when applied to a type. As the negation operator, $\neg A$ is equivalent to $A \Rightarrow \text{VOID}$.

$\neg A$ is type consistent if $A$ is type consistent and of type $\text{TYPE}(i)$ for positive $i$, or of type $\text{BOOL}$. 
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2.2.2.4. The unary "-" is the integer negation operator, with the usual semantics.

2.2.3. SECTION...END: Sections in a mathematical text are modeled by using the SECTION construction. The contents of a section is a list of definitions and theorems, and in fact looks much like the contents of a product type. The major use of a section is for the gathering of definitions into logical groups. Sections cannot be made recursive, so they provide a convenient grouping facility for mutually recursive operations.

\[ \text{<expression> ::= SECTION;} \]
\[ \qquad \text{<list of expressions or definitions>;} \]
\[ \text{END} \]
\[ \text{<list of expressions or definitions> ::=} \]
\[ \quad \text{<list of expressions or definitions> ;} \]
\[ \quad \text{<expression or definition> ;} \]
\[ \quad | \text{<expression or definition> ;} \]
\[ \quad | \text{DEFINE [INFIX] <identifier> = <expression>} \]

2.2.4. PROCEDURE...END, PROOF...QED, (ARB...): A procedure definition is a form of operations definition, as is the notion of a proof block. Three different, but synonymous methods of operation definition are supplied, mainly for historical and readability reasons. PROCEDURE is the general notion; PROOF is included to allow more readable mathematical divisions; (ARB...) allows a simplified "statement function" capability. (Since proof blocks are only necessary for types formed by + and \( \Lambda \), they are only used for operation construction. Types formed by the other type operators do not need such proof blocks in order to form elements of the constructed type.)
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<expression> ::= [<identifier>:] [PROCEDURE | PROOF | ( )
ARB <list of typed variables>;
[ATTAIN <expression>;
<body>;
{END | QED | )}

The list of variables are the parameters to the operation.

The value of these expressions is the operation thus produced, which can itself be assigned to a variable, passed as a parameter, or used as a subexpression in a larger expression. The syntax for the body of a procedure is given in the next section.

2.2.5. *, /: These are the PL/1 arithmetic operations of multiplication and division.

<expression> ::= <expression> * <expression>
| <expression> / <expression>

x * y is type consistent for all type consistent x and y of type INT, and x / y is type consistent for all type consistent x of type INT and y of type \( \forall z \in \text{INT.}(z \neq 0) \).

2.2.6. +, -(binary): These are the PL/1 operations of integer addition and subtraction, and character string concatenation. x + y and x - y are defined for any x and y of type INT.

<expression> ::= <expression> + <expression>
| <expression> - <expression>

2.2.7. =, ≠, <, >, ≤, ≥, <<, ->: The relational operations include the normal PL/1 operations; however = and ≠ have additional meaning with respect to types. See section 2.5 for further discussion of the role of equality within the theory.
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Relational operators can be "cascaded", that is, \( A < B = C > D \) has the same meaning as \( (A < B) \& (B = C) \& (C > D) \).

\[
<expression> ::= \quad <expression> \ (=, \neq, \ <, \ >, \ <=, \ >=, \ <\!, \ \rightarrow) \ <expression>
\]

\( x = y \) and \( x \neq y \) are type consistent for any type consistent \( x \) and \( y \) of the same type, say \( T \). They then denote the type (proposition) that \( x \) is equal to \( y \) (not equal to) in type \( T \), denoted later in the rules as \( x =_T y \) (\( x \neq_T y \)). Expressions involving any other relational operators are type consistent if the arguments are type consistent and both of type INT or CHAR.

2.2.3. \( \Rightarrow, \rightarrow \): These operations form the type of operations from one given type to another. The \( \Rightarrow \) can be considered as logical implication, and the \( \rightarrow \) as operating on types, but the two are really identical. \( A \Rightarrow B \) (or \( A \rightarrow B \)) is type consistent, but possibly empty, for all type consistent \( A \) and \( B \), where \( A \) is of type TYPE(i) and \( B \) is of type TYPE(j) for \( i, j > 0 \).

\[
<expression> ::= \quad <expression> \Rightarrow <expression>
\quad | \quad <expression> \rightarrow <expression>
\]

2.2.4. \( \iff \): This is the logical equivalence operation. \( A \iff B \) denotes a type whose elements are pairs of maps, and is true (non-empty) if and only if \( A \Rightarrow B \) and \( B \Rightarrow A \) are true (i.e., non-empty types). For propositions, the meaning is the usual (constructive) meaning of \( \iff \). For arbitrary types, \( A \iff B \) intuitively means that \( A \) and \( B \) are in some sense isomorphic.

\[
<expression> ::= \quad <expression> \iff <expression>
\]
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A ⇔ B is type consistent for all type consistent A and B where A is of type TYPE(i) and B is of type TYPE(j) for i,j > 0.

2.2.10. & , ✷: These are the normal propositional "and". A & B is equivalent to A ✷ B for arbitrary types A and B.

(expression) ::= (expression) [ & , ✷ ] (expression)

A ✷ B is type consistent for all type consistent A and B where A is of type TYPE(i) and B is of type TYPE(j) for i,j > 0.

2.2.11. / : Quotient types are formed with this operator. T/f is to represent the types of the equivalence classes of the type T under the equivalence relation f.

(expression) ::= (expression) / (expression)

T/f is type consistent for T type consistent and of type TYPE(i) for i > 0, and f type consistent such that f describes an equivalence relation on T (i.e., f is symmetric, reflexive, and transitive). See section 3.7 for further rules on quotients.

2.2.12. ∨ , + : These are the constructive versions of the propositional "or". A ∨ B is equivalent to A + B for arbitrary types A and B.

(expression) ::= (expression) [ ∨ , + ] (expression)

A + B is type consistent for all type consistent A and B where A is of type TYPE(i) and B is of type TYPE(j) for i,j > 0.
2-2-13. The type restrictions given in the above paragraphs define the pure PL/CY3 type consistency requirements. Care must be taken when using them -- it is not always obvious whether an expression is type consistent or not. For example, as an attempt to create the type containing all elements of non-empty small types, one might write

\[ \forall x \in (\forall y \in \text{TYPE} \cdot y) \cdot x \]

but this expression is not type consistent. The type \( \forall y \in \text{TYPE} \cdot y \) is indeed "the type of all non-empty small types", but a more literal interpretation shows that its members are themselves pairs of objects of the theory, and hence individuals and not types. So the second occurrence of \( x \) should be "\( (x \cdot 1) \)" in order to specify the type contained in the pair, rather than the individual which is the pair.
2.3. **Building Functions from Commands**

The commands used in PL/CV3 are taken directly from PL/CV2. Assignment statements, typings, IF, various forms of DO, SELECT, CALL, GOTO (forward only), and LEAVE, and statement composition (via the ":=" operator) are all valid forms of creating operations within PL/CV3. In addition, because of the identification of operations and proofs, an operation can be built in a form that looks more like a proof than a procedure.

\[
\text{<body>} ::= \text{<body>} ; \text{<statement>}
\]
\[
\text{<statement>} ::= \text{<statement>}
\]
\[
\text{<command>} ::= \text{<expression>}
\]

2.3.1. ::= : The assignment operator in PL/CV3 is a command that modifies the frame of reference in which the system is operating, by changing the value assigned to a component of the frame of reference.

\[
\text{<command>} ::= \text{<identifier>} ::= \text{<expression>}
\]

2.3.2. IF: The usual form of an IF statement takes a boolean expression and two other expressions, evaluating one or the other depending on the value of the boolean.

\[
\text{<command>} ::= \text{IF <expression>}
\]
\[
\text{THEN <command>}
\]
\[
\text{ELSE <command>}
\]
\[
\text{FI}
\]

In PL/CV3, we have extended the interpretation of IF statements to allow
<expression> to be a more general type, namely, a decidable type, that is, one for which \(<expression> \lor \neg<expression>\) has been shown to be a non-empty type.

2.1.1. DO: From PL/1, there are four types of DO constructs. The first is a simple grouping operation.

<command> ::= \ DO; \<body>; \ END

The other three forms of the DO are repetition constructs. The indexed DO loop always halts if the body of the loop halts, and hence does not need a separate introduction proof.

<command> ::= \ DO <identifier> = <expression 1> TO <expression 2> \ [BY <expression 3>]; \<body>; \ END

<expression i> for 1 <= i <= 3 must be of type INT. The value of the identifier cannot be changed by any command within <body>.

The DO UNTIL and DO WHILE forms are the general loop constructs. They are special forms of recursive operation definitions.

<command> ::= \ DO WHILE(<expression>); \ ARBITRARY r R; \ <body>; \ END
<command> ::= \ DO UNTIL(<expression>); \ ARBITRARY r R; \<body>; \ END

In both cases, <expression> must be a decidable type, as in the IF statement. The type R is a recursively defined type; the variable r is used in the proof of termination of the loop.
2.1.4. SELECT: This statement is a multi-way IF. The expressions $a_i$ must be decidable, as in an IF statement. That is, the type $a_1 \vee \cdots \vee a_n \vee (\neg a_1 \& \cdots \& \neg a_n)$ must have an element.

$$<\text{command}> := \begin{cases} \text{SELECT;} & \\
\text{WHEN}(<\text{expression } a_1>) <\text{command } b_1>; & \\
\text{WHEN}(<\text{expression } a_2>) <\text{command } b_2>; & \\
& \cdots \\
\text{WHEN}(<\text{expression } a_n>) <\text{command } b_n>; & \\
\text{[OTHERWISE } <\text{command } b_{n+1}>;] & \\
\text{END} & \\
\end{cases}$$

2.1.5. CALL: The CALL statement is a means of specifying parameters to a procedure. A procedure is an operation that returns no explicit result, but rather maps a local frame of reference onto itself, modifying the values of variables passed as parameters.

$$<\text{command}> := \text{CALL } <\text{identifier}> ( <\text{expression list}> )$$

2.1.6. GOTO, LEAVE: A discussion of these commands, which (in the usual interpretation of PL/1) are used for abrupt changes of execution order, must include a mention of the use of labels in a procedure. Since procedure definitions are values in the language and can be passed as parameters and operated on by built-in operations, we restrict the labels accessible by a GOTO or LEAVE to those defined within the operation containing the GOTO or LEAVE itself. Thus the procedures

```plaintext
PROCEDURE LEAVE;
END
```

```plaintext
PROCEDURE GOTO X;
END
```

are null procedures, no matter what label is substituted for $X$.

The set of labels and GOTO statements in a procedure can be viewed as providing a set of mutually recursive definitions. The easiest way to
understand the treatment of GOTO's and labels is to view them as in [van Wijngaarden, ??]. GOTO's and labels can be removed from a procedure, turning the procedure into a set of smaller, recursively defined procedures. Thus it suffices to be able to handle a set of mutually recursive procedure definitions.

LEAVE statements are very similar to GOTO statements, but the label involved is often implicit, rather than explicitly mentioned. To simplify matters further, we agree that our language will not support backward GOTO's. Thus the set of procedures obtained by following the van Wijngaarden process will not be recursive, except for those explicitly involving DO loops.

\[
\text{<command> ::= GOTO <identifier> | LEAVE [<identifier>]}
\]

2.1.2.

\::: The \\
\text{operator, or statement separator of PL/1, is an operation composition operator. Since statements (commands) in PL/CV3 are operations from the frame of reference (a product type) to the frame of reference, treating statement separation as operation composition preserves the usual semantics of the programming language. That is, S1; S2 means Meaning(S2)(Meaning(S1)(state)) for statements S1 and S2. The syntax for \\
\text{is shown above as}

\[
\text{<body> ::= <statement> ; <body>}
\]
2.1.8. \( \epsilon \) : Typings, although not part of the theory itself (that is, the expression "\( x \in y \)" is not itself an object), are a useful piece of syntax carried over from PL/CV2. Statements of the form "\( y \) BY ALLEL, \( F, x \);" expresses exactly that the type \( y \) is proven by the value \( f(x) \), where \( f \) is an element of the type \( F \). From a semantic point of view, one can think of the statement "\( x \in y \)" as shorthand for \( \text{TYPEOF}(x) = y \).

\[
\text{<typing>} ::= \text{<expression 1> \( \epsilon \) <expression 2>}
\]

Interested readers are referred to the PL/CV2 reference manual for the syntax of the older forms of typings.
2.4. Block Structure and Variable Bindings

Block structure in PL/CV3 is similar to that of PL/1, with the addition of several new block constructs. A block is a syntactic structure in which (possibly new) identifiers can be introduced and bound to a type for the duration of some syntactically defined extent, possibly hiding earlier binding occurrences of the same identifier. The familiar versions of PROCEDURE's and PROOF's are all considered blocks in PL/CV3. In addition, quantified expressions (i.e., those which begin with the quantifiers \( \land \) and \( \lor \)) are blocks. In the following discussion of blocks, the symbols '{' and '}' will be used as arbitrary block beginning and ending symbols, and '::' as the separation between the declarations and the body of the block.

In a block \(<\text{declaration list}>; \text{<expression>}>\), the group of declarations at the front is called the block heading. Identifiers declared in the block heading are constrained to reference only values of the type with which they are declared, within the scope of the identifier declaration. The scope of an identifier declaration is defined as all of \(<\text{expression}>\) with the exception of those blocks contained in \(<\text{expression}>\) which themselves contain a declaration of the same identifier.

A parameterized definition with parameter 'x' is said to be 'free for \( z \)' (for some expression \( z \)) if on substituting 'z' for all occurrences of the parameter, no occurrence of any identifier appearing
in the parameter is 'captured' by a block heading; that is, if no identifier appears both in the parameter (bound to some external block heading) and in a block heading within whose scope the substitution is being made. If a parameterized block \( b(x) \) is free for \( z \), then writing \( b(z) \) is exactly equivalent to writing the expansion of \( b \) with the syntactic substitution performed. If \( b(x) \) is not free for \( z \), then in writing the expansion of \( b(z) \), some identifier in \( z \) will be bound by an internal block heading in \( b \), rather than the external heading by which it was originally bound. This phenomenon, called capture, may result in proofs which the user may think are correct, but are not, due to a capture of a variable. This can be avoided by systematically renaming internal bound identifiers so they do not conflict with any identifier in the parameter. For example, suppose we have the definition (for an appropriate definition of inj that takes an element of \( \forall z \in \text{INT}. (1 < z < x) \) into the corresponding integer)

```plaintext
prime: PROCEDURE
ARB x \in \text{INT};
ATTAIN \( \forall y \in (\forall z \in \text{INT}. (1 < z < x)) \quad \neg \text{div}(\text{inj}(y), x) \);
END
```

in the block

```plaintext
PROCEDURE
ARB y \in \text{INT};
y := 5;
prime(y) BY <proof text>;
\( \forall y \in (\forall z \in \text{INT}. (1 < z < y)) \quad \neg \text{div}(\text{inj}(y), y) \);
END
```

Even though \( \text{prime}(y) \) has been proven, the next line, which looks as though it is the systematic replacement of \( y \) for the parameter, does not have the same meaning because the parameter has been captured by the (internal) quantifier. This can be remedied by changing the line to
\[ \forall q \in \text{INT.} (1 < z < y). \neg \text{div}(q, y); \]

This example is rather blatant. As a user builds up a complicated theory with many definitions and types, capture becomes harder to detect.
2.1. Type Equality

The intensional view of types requires a decidable equality (see [Constable, 1980]). Type equality in PL/CV3 is built up from four simpler notions, denoted $=_T$, $=_A$, $=_B$, and $=_{γ}$, into a decidable relation.

The most primitive form of equality is reflexive equality, $=_T$. $T =_T T$ holds for all types $T$, that is, every type is equal to itself. Since we are working within a strongly intensional theory, a type is not necessarily equal to a syntactically different expression which "evaluates" to the same type. (This sort of equality can be obtained in the system -- see section 3.7 on quotient types.)

Alpha conversion, the renaming of bound variables, defines the next form of equality, $=_{α}$. Any expression denoting a type is alpha-equivalent to the same expression where bound variables have been systematically renamed (without capture). For example

$$(Λx ∈ INT.P(x)) =_α (Λy ∈ INT.P(y))$$

This form of equality applies to all bound variables described in the previous section.

Beta conversion is the third form of equality, $=_{β}$. An element of a functional type applied to an element of the parameter type is equal under beta conversion to the body of the operation where the formal parameter is replaced by the actual parameter. Say $f(x)$ is defined to be $body(x)$ for $x$ in some type $T$, then $f(t) =_{β} body(t)$ is an application of beta conversion, where $t ∈ T$. Note that beta equality assumes that
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block headings internal to body have been renamed (by alpha equality) to avoid capture of the parameter 't'.

The last form of equality on types is that of definitional equality, _=₆_. If an identifier A is defined to designate some type T, then A _=₆_ T holds.

The equality actually implemented in the system is best described in terms of the transitive closure of the union of these four forms of equality. Let _=₀₆_ denote _=₀ᵦ_ U _=₀ᵦ_ U _=₀₆_. Then _=₀_ in PL/CV3 is generated from the transitive closure of _=₀₆_ by the operation of the substitution property, which states that if A=B holds, then exp(A)=exp(B) holds, where exp(x) is any expression. Thus we obtain statements such as C=D from the hypotheses C = T₁ \times T₂, T₂=T₃, and D = T₁ \times T₃ by repeated application of definitional equality and substitution to one instance of reflexive equality, that being T₁ \times T₂ = T₁ \times T₂.
2.6. Type Coercions

As was demonstrated at the end of section 2.2, one can write expressions which intuitively mean what one wants them to mean, but which, because of the pure type consistency requirements, are nevertheless incorrect. One approach would have been to restrict the syntax to a much greater degree; we have chosen rather to allow many "obviously incorrect" expressions to be used, easing the burden on the user by providing (and allowing the user to provide) type coercions enabling the system to deduce the (or a) correct interpretation for an expression which would be incorrect under the pure type consistency requirements.

Automatic type coercions have often been used in programming languages, sometimes to the dismay of programmers who have had to struggle to understand exactly what a compiler has done to their code. PL/I is the most commonly used language with large numbers of built-in type coercions -- integers can be coerced to reals, character strings, and bit strings without any programmer intervention. The controversy over "strong" and "weak" typing in programming languages is mainly one of coercion application. Only recently have languages been designed to allow users to specify what coercions they would like to use when converting from one type to another; only recently, with the advent of languages such as Russell, Ada, and others which implement "abstract data types" has the number of data types a programmer must deal with multiplied to the point where automatically applied but user specified
"transfer functions" have become necessities. Our approach allows the flexibility of weak typing with the correctness and error checking of strong typing; the interactive implementation hides nothing from the user -- at any time, the user may ask to see the (set of) coercions being applied to any expression, as the system sees it.

A "coercion" from type A to type B in PL/CV3 is an injection \( \text{inj}_{A \rightarrow B} \) such that \( \text{inj}_{A \rightarrow B}(a) \in B \) for all \( a \in A \), together with an inverse \( \text{inj}^{-1}_{A \rightarrow B} \) such that \( \text{inj}^{-1}_{A \rightarrow B}(\text{inj}_{A \rightarrow B}(a)) = a \) for all \( a \in A \), but \( \text{inj}^{-1}_{A \rightarrow B}(b) \) is not necessarily defined for all \( b \in B \). Some coercions are built into the system; users can specify any other coercions they want between any types they are using. It should be emphasized that the pure type consistency requirements are still in effect; coercions are only a means to reduce what needs to be entered by the user to obtain a correct program-proof.

Two paths can be taken when the system is applying coercions. One approach is to insist, as in the syntax and consistency section, that there be only one correct interpretation of any expression. In this mode, the system will reject an entry if either it knows of no way to interpret it as a type consistent expression, or if there is more than one way to interpret it, through the use of one or more coercions. In either case it would require the user to clarify the expression until there was exactly one valid interpretation. The other, more flexible approach is to that there be at least one valid interpretation, rather than exactly one. The system will keep track of a set of meanings for any ambiguous expressions, removing possible meanings as context shows them to be incorrect.
1. **Proof Rules**

The rules of the system determine what objects can be built, specify their types (including those operators and tests that can be applied to objects), and provide operations whereby objects can be taken apart. The rules for building objects are called **introduction** rules; those for taking objects apart are called **elimination** rules. There is an introduction and an elimination rule for each way of building objects (including types), thus rules for $\rightarrow$, $\Lambda$, and members of these function types built by **projection**, **composition**, **conditional**, and **recursion**; for $\ast$, $\vee$ and members of these types built by **injection**; for the base types and their members, etc. Rules for equality between individuals are also presented.

Note that there are no free variables in this theory -- all variables must have a binding occurrence which supplies a type for the variable, although such binding occurrences may be lexically very far away. The function of the frame of reference is to record such binding occurrences for use in obtaining the meaning of an expression within the scope of the declarations that are the binding occurrences.

3.1. **Rule format**

Rules are presented here in three kinds, instead of two as is usual in natural deduction systems. The two ordinary kinds, introduction and elimination, are of course used. The third, definition, is used mainly
for clarity in exposition when dealing with the rules operator by operator. It is really a form of introduction rule for a larger type, but does not logically belong there, as we are attempting to keep all the rules for one operator grouped together. A definition rule gives the type of a construct that uses the operator, given that its operands are of specified types.

We present rules for the major type operations: V, A, and E, as well as the type constants. Rules for the variants (+, × and ⊕) can be derived quite simply. Rules are given in the form

\[
\begin{align*}
\text{list of hypotheses} & \quad \text{list of conclusions} \\
\end{align*}
\]

Hypotheses and conclusions are usually of the form "element ∈ type". The ∈ relation is not expressible in the syntax, nor can one reason about it in its full generality within the system. (Part of the relation is available in the form of the TYPEOF operation (see below), and the "typings" of the command language.) The concept of an element belonging to a type is a linguistic notion, and is referred to as the element's typing. It is used here in the presentation of the proof rules to indicate what typings must be known before a rule is applied, and what typings can be deduced after the application of a rule.

The second form of conclusion is used where a primitive operation of the logic is being defined. The operation is defined as

\[
\text{function(arguments)} = \text{expression}
\]

This equality is used as a reduction rule in the normalization of expressions, rather than interpreting it as an equality type.
1.2. **Constants**

\[
\begin{align*}
\text{INT} & \in \text{TYPE}(1) & \text{TYPE}(1) & \text{intro} \\
\text{CHAR} & \in \text{TYPE}(1) & \text{TYPE}(1) & \text{intro} \\
\text{BOOL} & \in \text{TYPE}(1) & \text{TYPE}(1) & \text{intro} \\
\text{VOID} & \in \text{TYPE}(1) & \text{TYPE}(1) & \text{intro} \\
\text{TYPE}(i-1) & \in \text{TYPE}(i) & \text{TYPE}(i) & \text{intro} \\
\text{n} & \in \text{IN} & \text{INT} & \text{intro} \\
'c' & \in \text{CHAR} & \text{CHAR} & \text{intro} \\
\text{True} & \in \text{BOOL} & \text{BOOL} & \text{intro true} \\
\text{False} & \in \text{BOOL} & \text{BOOL} & \text{intro false}
\end{align*}
\]

These are the introduction rules for the constant types; there are no elimination rules. Note that VOID has no members; it is used as a specific empty type in the proof rules. Empty types of various levels can be easily built:

\[
\text{TYPE}(i) = \text{VOID}
\]

which we will denote by \(\text{VOID}_{i+1}\) is an empty type which is a member of \(\text{TYPE}(i+1)\) for \(i \geq 1\). Thus \(\text{VOID}_1\) is an element of \(\text{TYPE}(1)\); VOID is understood to represent the first element of this list, that is, \(\text{VOID}_1\).

In the proof rules, the term **axiom** refers to an element of a type (usually a proposition) in the conclusion of a rule which can be supplied by the system as an individual depending on the syntactic form of the terms involved in the application of the rule. For example, in
the rule

\[
\begin{align*}
\text{el} & \in \text{expl} \\
\text{axiom} & \in f(\text{el})
\end{align*}
\]

rule name

axiom is more properly represented by \( \text{axiom}_{el, \text{expl}, f(\text{el})}, \text{rule name} \).

The conditions of an expression being type consistent are the hypotheses for a rule stating that the type itself has a type.

\[
\begin{align*}
\text{exp is type consistent} & \\
\text{exp} & \in \text{TYPE}(i) \text{ for appropriate } i
\end{align*}
\]

TYPE(i) intro

It is assumed from here on that any expressions used in proof rules are at least type consistent; that is, any proof rule mentioning an arbitrary expression "exp" has as an implicit hypothesis "exp is type consistent".

One can reason about the type of expressions by using the TYPEOF operation; its meaning is given by

\[
\begin{align*}
\text{expl} & \in \text{exp2} \\
\text{TYPEOF}(\text{expl}) & = \text{exp2}
\end{align*}
\]

TYPEOF intro

In addition to the type formation rules, there is a rule that allows one to deduce the level of any type expression. In particular, it introduces the operation LEVEL:

\[
\begin{align*}
\text{exp} & \in \text{TYPE}(i) \\
\text{LEVEL}(\text{exp}) & = i \geq 1
\end{align*}
\]

LEVEL intro

Note that this operation, and most others presented in this chapter, are actually parameterized by the level of their arguments. There are a denumerably infinite number of operations with name LEVEL; the proper one is chosen by the system, depending on the level of the argument. In this case, for a type of type \( \text{TYPE}(i) \), the proper LEVEL will be an element of \( \text{TYPE}(i) \rightarrow \text{INT} \).
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The following rule states that an element of TYPE(i) for some i can be injected into an element of TYPE(j) for any j > i:

\[
\begin{align*}
T \in \text{TYPE}(i) \\
\text{inj}_{\text{TYPE}(i)}(T) \in \text{TYPE}(j)
\end{align*}
\]

\text{TYPE}(i) \text{ intro}

2.1. Equality types

Given any two elements of a type, the proposition that those two elements are identical is itself a type.

\[
\begin{align*}
T \in \text{TYPE}(i) \\
x \in T \\
y \in T \\
(x =_T y) \in \text{TYPE}(i) \\
\text{axiom} \in \text{IsEquality}(x =_T y) \\
(\text{LeftSide}(x =_T y) = x) \\
(\text{RightSide}(x =_T y) = y)
\end{align*}
\]

That is, the operation $=_T$ has type $(T \times T) \rightarrow \text{TYPE}(i)$.

The introduction rules for equality types are spread throughout the rest of the rules, as they are often elimination rules for other type constructors. The elimination rule for equality types states that when two objects are proven equal, they may be substituted for one another in any expression to give equal results, as was spelled out in section 2.5.

3.4. Union

Special cases of type unions give finite disjoint unions, cartesian products, and disjoint unions of an infinite collection of types. A binary union operation is presented, but the extension to n-ary unions is simple. The binary union type is represented as $\forall x \in T. S(x)$
The members of the dependent product are created from the members of the types in the collection being unioned. Since this theory of types maintains that every object has a type, we cannot use the objects directly, but rather must "hide" their values via an injection, which tags an object with the type into which it is being placed. The union introduction rule specifies the conditions under which a union type can be shown non-empty, and defines the selector operation for deciding which part of a union a member was originally in.

\[
\frac{e \in T}{f \in S(e)} \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad
because of the intensional treatment of types.

\[
\begin{align*}
T & \in \text{TYPE}(i), \\
S & \in T \rightarrow \text{TYPE}(j) \\
\forall x \in T.S(\forall x \in T.S(x)) & \in \text{TYPE}(\text{max}(i,j)) \\
\text{axiom} & \in \text{IsUnion}(\forall x \in T.S(x)) \\
\text{First}(\forall x \in T.S(x)) & = T \\
\text{Second}(\forall x \in T.S(x)) & = S
\end{align*}
\]

\text{Union def' n}

Finally, we must have axioms for equality: both equality between members of union types, and equality between types constructed with the \(\forall\) operation. Two types formed by \(\forall\) are equal (in \(\text{TYPE}(\text{max}(i,j))\)) if their index types are equal (in \(\text{TYPE}(i)\)) and the operations used to choose types to be unioned are equal (in "index type \(\rightarrow \text{TYPE}(j)\)").

\[
\begin{align*}
x & \in (T_1 = \text{TYPE}(i)T_2) \\
y & \in (F_1 = T_1 \rightarrow \text{TYPE}(j)F_2)
\end{align*}
\]

\text{axiom} \in (\exists x \in T_1.F_1(x) = \text{TYPE}(\text{max}(i,j)) \forall x \in T_2.F_2(x))

\text{TYPE} =

Elements of union types are equal if they are formed by applying injections to equal elements of the base types involved.

\[
\begin{align*}
x & \in (a_1 =_T a_2) \\
y & \in (b_1 =_F a_2)
\end{align*}
\]

\text{axiom} \in (\forall z \in T.F(z) (b_1) = z \in T.F(z) \forall z \in T.F(z) (b_2))

\text{V=}

To construct ordinary finite disjoint unions, it is sufficient to take a finite type T (say, for example the type containing the integers 1 and 2, or \text{BOOL}) and an operation B of type T \(\rightarrow \text{TYPE}(k)\) (for appropriate k) such that B(t) takes on as values all the types wanted in the union as t varies over the elements of T. Then the type \(\forall t \in T.B(t)\) is exactly the union of the types enumerated by B.
The proof rules for finite disjoint unions parallel those for disjunction introduction and elimination in constructive logic, and can be derived from the above rules. The proposition "A ∨ B" can be represented by the type \( \forall i \in \{1, 2\}. C(i) \), where \( C(1) = A \) and \( C(2) = B \). Given a member \( x \) of this representation of "A ∨ B" (a proof of \( A ∨ B \)) we can decide which of \( A \) or \( B \) was actually proven by looking at the value of "x.1". If it is 1, then \( A \) was proven, and if it is 2, then \( B \) was proven. Given this information, it is easy to write a version of the constructive "or" elimination rule.

Simple cartesian product types are obtained by writing a union type such as

\[ \forall x \in T_1. (\forall x \in T_2. \cdots (\forall x \in T_n. T_{n+1}) \cdots) \]

which is abbreviated as

\[ T_1 \times T_2 \times \cdots \times T_n \times T_{n+1} \]

where the types \( T_i \) in the construction are such that \( T_i \) does not depend on any of the preceding \( T_j \). The selector mechanism can then be used for picking out elements of a member of such a product type. For \( x \) a member of such a type, \( x.1 \) is an element of \( T_1 \), \( x.2 \) an element of \( T_2 \times \cdots \times T_{n+1} \), and so on.

1.5. Recursion

A recursive type definition is based on an operation \( f \) from types to types (of a specific level, say \( i \)). The recursive type itself is referred to as \( \Xi(f) \), and is of level \( i \). However, associated with a recursive definition is a type of one higher level, referred to as the language of the definition (denoted \( \text{Lang}(f) \)). Intuitively, \( \text{Lang}(f) \) has
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as members types formed from the recursion equation given in the
definition of the type; $\mathbb{R}(f)$ has as members all elements of all types
in $\text{Lang}(f)$. Note that recursive types are defined for all operations $f$,
whether they are (in some sense) monotonic, or continuous, or neither.
The only restriction we make on $f$ is a syntactic one, for technical
reasons, that $f$ may not refer to the intensional operations on recursive
types.

We first give the conditions under which a recursive type can be
defined. Recursive types can be made mutually recursive. In the most
general case, each recursive type being defined can depend on itself in
several ways, and on the other types being defined in other numbers of
ways; the $i^{th}$ type of the recursive definition depends on $p_{i,j}$ copies of
the $j^{th}$ type.

$$f_i \in \text{TYPE}(k)^{p_{i,1}} \rightarrow \cdots \rightarrow \text{TYPE}(k)^{p_{i,n}} \rightarrow \text{TYPE}(k), \ 1 \leq i \leq n$$

\[ \mathbb{R}_j(f_1, \ldots, f_n) \in \text{TYPE}(k), \ 1 \leq j \leq n \]

\[ \text{axiom} \in \text{IsRecursive} (\mathbb{R}_j(f_1, \ldots, f_n)) \]

We assume for the remainder of the rules for recursion that the
hypotheses

$$f_i \in \text{TYPE}(k)^{p_{i,1}} \rightarrow \cdots \rightarrow \text{TYPE}(k)^{p_{i,n}} \rightarrow \text{TYPE}(k), \ 1 \leq i \leq n$$

\[ \mathbb{R}_j(f_1, \ldots, f_n) \in \text{TYPE}(k) \]

are added to any other hypotheses explicitly listed for the rule.

The recursive language can be introduced immediately (under the
above assumptions). Note that $\text{Lang}(f)$ is also a function of the
syntactic form of the operations supplied. That is, if two recursive
types define trees, one in the presence of other recursive definitions
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and one not, the two language types thus defined are not equal.

\[
\text{Lang}_i(f_1, \ldots, f_n) \subseteq \text{TYPE}(k+1), \ 1 \leq i \leq n
\]

**Lang def'n**

**axiom** \( \in \) IsRecLang(\( \text{Lang}_i(f_1, \ldots, f_n) \))

RecFn(\( i, \text{Lang}_j(f_1, \ldots, f_n) \)) = \( f_i \), \( 1 \leq i \leq n \),

NumRecEq(\( \text{Lang}_j(f_1, \ldots, f_n) \)) = n

MajorRec(\( \text{Lang}_j(f_1, \ldots, f_n) \)) = j

Members of the language are formed by an iterative process. A basis element (an image of VOID\(_k\) under an injection) is assumed to be in the type.

\[
\text{Lang}_i(f_1, \ldots, f_n) \subseteq \text{TYPE}(k+1)
\]

**Lang intro**

\[
inj_{\text{Lang}_i}(f_1, \ldots, f_n) \vdash \text{TYPE}(k) \subseteq \text{VOID}_k \subseteq \text{Lang}_i(f_1, \ldots, f_n)
\]

\[
inj_{\text{Lang}_i}(f_1, \ldots, f_n) \vdash \text{TYPE}(k)
\]

\[
(inj_{\text{Lang}_i}^{-1}(f_1, \ldots, f_n) \vdash \text{TYPE}(k) \subseteq \text{VOID}_k) = \text{VOID}_k
\]

From this element, new elements can be constructed according to the recursion described by the operations. Function \( f_i \) expects \( p_{i,j} \) independent types from outputs of \( f_j \) as arguments.

\[
e_{i,j} \in \text{Lang}_i(f_1, \ldots, f_n), \ 1 \leq i \leq n, \ 1 \leq j \leq p_{i,j}
\]

**Lang intro**

\[
inj_{\text{Lang}_i}^{-1}(f_1, \ldots, f_n) \vdash \text{TYPE}(k)
\]

\[
(f_i(e_{1,1}, \ldots, e_{1,p_{i,1}}, \ldots, e_{n,p_{i,n}}))
\]

\[
\in \text{Lang}_i(f_1, \ldots, f_n)
\]

An elimination rule tells us what can be deduced by assuming we are given an object of a type. For the language of a recursive definition,
the rule provides information on how the member was formed.

\[ e \in \text{Lang}_i(f_1, \ldots, f_n) \]

Let \( \text{inj}_i \) denote \( \text{inj}_{\text{Lang}_i}(f_1, \ldots, f_n) \rightarrow \text{TYPE}(k) \)

\[ \text{axiom} \quad e \in \text{inj}_i(e) = \text{inj}^{-1}_i(\text{VOID}_k) \quad \lor \]

\[ (\forall e_1, e_1 \in \text{Lang}_i, \ldots, e_n, p_n, i \in \text{Lang}_n \cdot \]

\[ \text{inj}^{-1}_i(f_i(e_1, e_1, \ldots, e_n, p_n, i)) = e) \]

Having shown how to reason about the language of a recursive
definition, we can now turn to the recursive type itself. The type is
nonempty if any of the types in the language of the type are nonempty.
The \text{BASIS} operation applied to an element of the type gives the element
of the language type from which the element was obtained.

\[ e_1 \in \text{Lang}_i \cdot \]

Let \( \text{Basetype} = \text{inj}_{\text{Lang}_i}(f_1, \ldots, f_n) \rightarrow \text{TYPE}(k)(e_1) \)

\[ e_2 \in \text{Basetype} \]

\[ \text{inj}_{\text{Basetype}} \rightarrow \text{R}_i(f_1, \ldots, f_n)(e_2) \in \text{R}_i(f_1, \ldots, f_n) \]

\[ \text{inj}^{-1}_{\text{Basetype}} \rightarrow \text{R}_i((\text{inj}_{\text{Basetype}} \rightarrow \text{R}_i(e_2)) = e \]

\[ \text{BASIS}(\text{inj}_{\text{Basetype}} \rightarrow \text{R}_i(e_2)) = e \]

Similar to the \text{Lang}_i(f_1, \ldots, f_n) elimination, the \text{R}_i elimination tells
us that we can find out how an element of the type was constructed.

\[ e \in \text{R}_i \]

Let \( \text{Basetype} \) denote \( \text{inj}_{\text{Lang}_i} \rightarrow \text{TYPE}(k)(\text{BASIS}(e)) \)

\[ \text{axiom} \quad e_1 \in \text{Ve1} \in \text{Lang}_i \cdot (e_1 = \text{BASIS}(e)) \]

\[ \text{axiom} \quad e_2 \in \text{Basetype} \cdot (\text{inj}_{\text{Basetype}} \rightarrow \text{R}_i(e_2) = e) \]
It only remains to give rules for deducing when two recursive types are equal, and when two elements of a recursive type are equal. In both cases strong intensionality holds; they are equal only when formed in the same way.

\[ f_i \in \text{TYPE}(k)^{p_{i,1} + \cdots + \text{TYPE}(k)^{p_{i,n}}} \quad 1 \leq i \leq n \]

\[ f'_i \in \text{TYPE}(k)^{p_{i,1} + \cdots + \text{TYPE}(k)^{p_{i,n}}} \quad 1 \leq i \leq n \]

\[ x_i \in (f_i = f'_i) \]

Equality

axiom \( \in \text{Lang}_j(f_1, \ldots, f_n) = \text{Lang}_j(f'_1, \ldots, f'_n) \)

axiom \( \in \mathcal{R}_j(f_1, \ldots, f_n) = \mathcal{R}_j(f'_1, \ldots, f'_n) \)

Elements of the language type have very little equality information available -- if the elements were built from equal elements, then they are equal.

\[ e_{i,j} \in \text{Lang}_i \quad 1 \leq i \leq n, \ 1 \leq j \leq p_{i,j} \]

\[ e'_{i,j} \in \text{Lang}_i \quad 1 \leq i \leq n, \ 1 \leq j \leq p_{i,j} \]

\[ x_{i,j} \in (e_{i,j} = e'_{i,j}) \]

Lang =

axiom \( \in (\text{inj}^{-1}_i(f_i(e_{1,1}, \ldots , e_{n,p_{i,n}}))) \)

\[ = \text{inj}^{-1}_i(f'_i(e'_{1,1}, \ldots , e'_{n,p_{i,n}})) \]

Elements of the recursive type itself are slightly more interesting, as the equality on which the element equality is based is
itself an equality on types which could possibly be complex.

\[ e_1 \in \text{Lang}_i \]
\[ e_2 \in \text{Basetype} \]
\[ e'_2 \in \text{Basetype} \]
\[ x \in (e_2 = e'_2) \]
\[ \text{axiom } e(\text{inj}_{\text{Basetype}} \rightarrow R_i(e_2)) = \text{inj}_{\text{Basetype}} \rightarrow R_i(e'_2) \]

3.6. Operations

The basis for the creation of operations is a collection of combinators divided into several families. The \( C^j_i \) (Composition) family is a generalization of distributivity and composition, and the \( P^j_i \) (Projection) family allows selection from a list of arguments. A conditional combinator allows for more explicit construction of conditional expressions, and a recursion combinator permits recursion on various types.

Operation types are created by the \( \Lambda \) operation, and introduce the meaning of the Domain, Range and IsFunction operations.

\[ T \in \text{TYPE}(i), \]
\[ S \in T \rightarrow \text{TYPE}(j) \]
\[ \Lambda x \in T.S(x) \in \text{TYPE}(\max(i,j)) \]
\[ \text{axiom } e(\text{IsFunction}(\Lambda x \in T.S(x))) \]
\[ \text{Domain}(\Lambda x \in T.S(x)) = T \]
\[ \text{Range}(\Lambda x \in T.S(x)) = S \]
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3.6.1. Non-recursive Operations

\[ T_j \in \text{TYPE}(i_j), \ 1 \leq j \leq n \]

\[ T_1 \ldots \ldots T_n \in T_i \rightarrow (\ldots \rightarrow (T_n \rightarrow T_i)), \ 1 \leq i \leq n \]

\[ \text{axiom} \in \text{IsProj}(P_i) \]

\[ T_1 \ldots \ldots T_n \]

\[ \text{ProjectionNumber}(P_i) = 1 \]

On application, a projection operation can produce either another projection operation, or an object known as an application. The projection operation is produced if the argument the original projection operation was to produce was not the first. Otherwise, the application, which acts like a constant-valued function, is produced.

\[ T_1 \ldots \ldots T_n \in T_i \rightarrow (\ldots (T_n \rightarrow T_i)) \]

\[ t \in T_1 \]

\[ P_i \]

\[ T_1 \ldots \ldots T_n \]

\[ P_i \]

\[ P_i \]

\[ P_i \]

\[ T_1 \ldots \ldots T_n (t) = P_{i-1} \]

\[ \text{if } i > 1 \]

\[ T_1 \ldots \ldots T_n (t) = t \]

\[ \text{if } i = 1 \text{ and } n = 1 \]

\[ \text{otherwise (} i = 1 \text{ and } n > 1): \]

\[ \text{axiom} \in \text{IsApp}(P_i) \]

\[ T_1 \ldots \ldots T_n (t) = \]

\[ \text{AppProj}(P_i) \]

\[ T_1 \ldots \ldots T_n (t) = \]

\[ \text{AppObject}(P_i) \]

\[ T_1 \ldots \ldots T_n (t) = t \]

Given an application, it can be simplified in a manner similar to that of a projection operation.
\[ x \in \text{IsApp}(P_1 \circ \cdots \circ P_n(t_1)) \]
\[ t_2 \in T_2 \]
\[ P_1 \circ \cdots \circ P_n(t_1)(t_2) = P_1 \circ \cdots \circ P_n(t_1) \text{ if } n > 2 \]

**Axiom:** \[ \text{IsApp}(P_1 \circ \cdots \circ P_n(t_1)) \]

\[ \text{AppProj}(P_1 \circ \cdots \circ P_n(t_1)) = P_1 \circ \cdots \circ P_n(t_1) \]
\[ \text{AppObject}(P_1 \circ \cdots \circ P_n(t_1)) = t_1 \]
\[ P_1 \circ \cdots \circ P_n(t_1)(t_2) = t_1 \text{ if } n = 2 \]

Similarly, we can reason about compositions:

\[ f \in T_1 \Rightarrow (\cdots \Rightarrow (T_m \Rightarrow R)) \]
\[ h_j \in S_1 \Rightarrow (\cdots \Rightarrow (S_n \Rightarrow T_j)), 1 \leq j \leq m \]

\[ C_{R, T_1, \cdots, T_m}(f, h_1, \cdots, h_m) \in S_1 \Rightarrow (\cdots \Rightarrow (S_n \Rightarrow R)) \]

**Axiom:** \[ \text{IsComp}(C_{R, T_1, \cdots, T_m}(f, h_1, \cdots, h_m)) \]

\[ \text{MainComp}(C_{R, T_1, \cdots, T_m}(f, h_1, \cdots, h_m)) = f \]
\[ \text{SubComp}(i, C_{R, T_1, \cdots, T_m}(f, h_1, \cdots, h_m)) = h_i \]

And the elimination of such compositions:
\[ S_1 \ldots S_n \quad \text{if } f(h_1, \ldots, h_m) S_1 \rightarrow \ldots \rightarrow S_n \rightarrow R \]

\[ x \in S_1 \]

\[ C_{R, T_1, \ldots, T_m} (f, h_1, \ldots, h_m)(x_1) = \]
\[ S_1 \ldots S_n \quad \text{if } n > 1 \]
\[ C_{R, T_1, \ldots, T_m} (f, h_1(x_1), \ldots, h_m(x_1)) \]
\[ C_{R, T_1, \ldots, T_m} (f, h_1, \ldots, h_m)(x_1) = f(h_1(x_1)) \cdots (h_m(x_1)) \]

Conditional operations are created with the IF combinator. Taking three operations as arguments, it constructs a new operation which chooses between two of the operations based on the third.

\[ f \in A \wedge A. (B(x) \vee \neg B(x)) \]
\[ g \in A \wedge A. C(x) \]
\[ h \in A \wedge A. D(x) \]

\[ \text{IF}(f, g, h) \in A \wedge A. (C(x) \lor D(x)) \]
\[ \text{axiom} \in \text{IsCond}(\text{IF}(f, g, h)) \]
\[ \text{Condition}(\text{IF}(f, g, h)) = f \]
\[ \text{ThenPart}(\text{IF}(f, g, h)) = g \]
\[ \text{ElsePart}(\text{IF}(f, g, h)) = h \]

The execution of a conditional has the obvious property.
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\[ \text{IF}(f, g, h) \epsilon \forall x \in A. (C(x) \vee D(x)) \]

\[ a \in A \]

\[ \text{IF}(f, g, h)(a) = \text{inj}_C(a) \rightarrow (C(a) \vee D(a))(g(a)) \text{ if } f(a). \]

\[ \text{IF}(f, g, h)(a) = \text{inj}_D(a) \rightarrow (C(a) \vee D(a))(h(a)) \text{ if } \neg f(a). \]

2.6.2.

**Recursive operations**

Recursive operations must be known to terminate. They are only defined on types with a recursive structure. In PL/CV3, in addition to the built-in type INT, recursive types and their language types have enough recursive structure to permit recursive definitions of operations. Also, given the intensional nature of types and operations, recursive operations can be constructed over TYPE(i) and elements of \( A \) types. Finally, since the theory is constructive (and thus unions are decidable), unions over any of these structures also permit recursive definitions.

Recursive operations are built by decomposing an object of one of the above recursive types into "smaller" objects of the same type, which are either in a "base" type for which a result can be produced, or can be further decomposed. Thus the important parts of a recursive operation are: the operation which works on pieces in the base case; the decomposing operation(s) to break the value into smaller pieces; and the operation which takes the value returned by the recursive call(s) and builds a new object. We put these components together to form a recursive function by means of a recursion combinator.
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The recursion combinator will be presented for single recursive operations. Mutually recursive operations can be constructed, but the basic organization is more complex, and is not described here.

We first define the class of decomposition operations for the three major types over which recursion can be performed: TYPE(i) for i > 0, recursive Lang types and operation types. (Decomposition operations for arbitrary unions of these types can be described, giving recursion over unions of such recursive types, but this is not done here.) The recursive operation combinator can then be given in terms of the decomposition operations.

The recursive structure of types is found in the intensional operations and their properties. Thus, in order to do recursion on the formation of a type, one must be able to break the type apart into the components out of which it was built. The collection of decomposition operations for TYPE(i) (denoted DeComp_{TYPE(i)}) is thus \{Domain, Range, First, Second, RecFn, QBase, QRelation, LeftSide, RightSide \text{ and } \text{inj}_{TYPE(j)} \rightarrow \text{TYPE}(i) \text{ for } 1 \leq j \leq i\}.

Recursion on the structure of operations is similar to that on types. The decomposition operations (denoted DeComp_{\forall x \in A. B(x)}) are \{AppProj, AppObject, MainComp, SubComp, Condition, ThenPart, ElsePart, RecBasis, RecRepeat, RecDeComp\}.

Recursion on recursive types is slightly different, and is accomplished through the use of the language type, rather than the recursive type itself. The appropriate decomposition operations (denoted DeComp_{\text{Lang}}) are \{\text{inj}_{\text{Lang}} \rightarrow \text{TYPE}(i), \text{any } f \text{ in DeComp}_{\text{TYPE}(i)}\}.
The REC combinator can now be outlined. Let $R$ be any of the above types, with an associated operation $\text{InBasis}$, which decides if a member of $R$ is in the simplest form of the recursive type. Let $\text{Decomp}_R$ be the closure under composition (and, of course, type consistency) of the class of operations outlined above as appropriate decomposition operations for $R$.

$$ g_1 \in \forall x \in \{ y \in R : \text{InBasis}(y) \} . B(x) $$

$$ g_2 \in \forall x \in R . (R \to B(x)) $$

$$ h_i \in \text{Decomp}_R, 1 \leq i \leq n $$

$$ \text{REC}(g_1, g_2, h_1, \ldots, h_n) \in \forall x \in R . B(x) $$

$$ \text{ReCBasis}(\text{REC}(g_1, g_2, \ldots, h_n)) = g_1 $$

$$ \text{ReCRepeat}(\text{REC}(g_1, g_2, \ldots, h_n)) = g_2 $$

$$ \text{ReCDecom}(i, \text{REC}(g_1, g_2, \ldots, h_n)) = h_i, 1 \leq i \leq n $$

$$ \text{axiom} \in \text{IsRecFn}(\text{REC}(g_1, g_2, \ldots, h_n)) $$

The method of formation of recursive operations guarantees that they terminate on any arguments of the proper types.

$$ \text{REC}(g_1, g_2, \ldots, h_n) \in \forall x \in R . B(x) $$

$$ F = \text{REC}(g_1, g_2, \ldots, h_n) $$

$$ y \in R $$

$$ F(y) = g_2(y, F(h_1(y)), \ldots, F(h_n(y))) \text{ if } \neg \text{InBasis}(y) $$

$$ F(y) = g_1(y) \text{ if } \text{InBasis}(y) $$

For recursion over TYPE(i), the InBasis proposition is defined to be

$$ \text{InBasis}(x) \iff x \text{ is a primitive type} \quad \wedge $$
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For recursion over function types \((\forall x \in A.B(x))\), we have

\[ \text{InBasis}(x) \iff \text{x is a primitive combinator of appropriate type} \]

For recursion on \(R(f)\), we must have that \(\text{InBasis}\) is a decidable proposition, i.e., the type

\[ \forall x \in R(f). (\text{InBasis}(x) \lor \neg \text{InBasis}(x)) \]

It must correspond to defining those elements in \(F(\text{VOID})\), the "bottom" element of a language type. For those operations \(f\) built explicitly from \(+\) and \(\times\), we can specify \(\text{InBasis}\) in the usual way. For example,

- if \(f(x)\) is \(A(x) + B(x)\) then
  \[ \text{InBasis} \iff ((\text{case}(x) = 1 \land \text{InBasis}_{A(x)}(\text{inj}^{-1}(x))) \lor \text{case}(x) = 2 \land \text{InBasis}_{B(x)}(\text{inj}^{-1}(x))) \]

- if \(f(x)\) is \(A(x) \times B(x)\) then
  \[ \text{InBasis} \iff (\text{InBasis}_{A(x)}(x.1) \land \text{InBasis}_{B(x)}(x.2)) \]

- if \(f(x)\) is a primitive type then
  \[ \text{InBasis}(x) \iff \text{True} \]

- if \(f(x)\) is \(x\) then
  \[ \text{InBasis}(x) \iff \text{False} \]

We can also specify the decomposition operations explicitly in this case. For example, decomposition operations can take the forms given below for operations of the kind specified:

- if \(f(x)\) is \(A(x) + B(x)\) then
  \[ d_f(x)(y) = \begin{cases} \text{case}(y) = 1 \text{ then } d_{A(x)}(\text{inj}^{-1}(y)) \\ \text{else } d_{B(x)}(\text{inj}^{-1}(y)) \end{cases} \]

- if \(f(x)\) is \(A(x) \times B(x)\) then
  \[ d_f(x)(y) = y.1 \quad \text{or} \quad d_f(x)(y) = y.2 \]

where \(d_{A(x)}\) and \(d_{B(x)}\) are decomposition functions for the types \(A(x)\) and \(B(x)\).

The fundamental mechanism for dealing with general defined recursive types is recursion on \(\text{Lang}(f)\). The combinator can also take
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the simple form $R_f$:

\[
\begin{align*}
g & \in A(\text{VOID}) \\
h & \in \forall x \in \text{Lang}(f). (A(x) \to A(f(x))) \\
R_f g h & \in (\forall x \in \text{Lang}(f). A(x)) \\
(R_f g h)(\text{VOID}) & = g \\
(R_f g h)(f(x)) & = h(x)(R_f g h x)
\end{align*}
\]

This combinator is used, in conjunction with the injections from \text{Lang}(f) to into $\mathbb{N}(f)$ to define the operations and propositions on $\mathbb{N}(f)$. These operations can in turn be used to define decompositions and \text{InBasis} predicates over $\mathbb{N}(f)$. Such operations and predicates can then be used with a recursion combinator on $\mathbb{N}(f)$.

In a minimal logical theory, we would use only this $R_f$ combinator on \text{Lang}(f) and define the other combinators from it. (We would explicitly define the inductive part of \text{TYPE}(i) and $\forall x \in A.B$ and define the appropriate combinators.)

1.6.1. Other operation properties

The intensional properties of operation types allows one to obtain from an arbitrary operation its domain and range. Note that the range of an operation is itself given as an operation from the domain to types.

\[
\begin{align*}
A & \in \text{TYPE}(i) \\
B & \in A \to \text{TYPE}(j) \\
\text{axiom} & \in \text{IsFunction}(\forall x \in A.B(x)) \\
\text{Domain}(\forall x \in A.B(x)) & = A \\
\text{Range}(\forall x \in A.B(x)) & = B
\end{align*}
\]
It is assumed as an axiom that operations from empty types to other types can always be constructed.

\[
\text{axiom} \in \bigwedge x \in \text{VOID}, \exp k \geq 1 \quad \Lambda \text{ intro}
\]

Since "\(\sim T\)" is syntactic shorthand for "\(T \rightarrow \text{VOID}\)" and "\(\text{VOID} \rightarrow S\)" is always nonempty, proving "\(\sim T\)" implies "\(T \rightarrow S\)" for any type \(S\), by composition of operations.

Function elimination has the obvious property:

\[
f \in \bigwedge x \in A, B(x) \\
z \in A \\
f(z) \in B(z)
\]

\(\Lambda \text{ elim}\)

Equality of \(\Lambda\) types follows the general rule for types. Two types formed using \(\Lambda\) are equal if and only if the domain types are equal as types and the range operations are equal as operations.

Two operations are themselves equal if and only if both are formed in the same way (they are both compositions, conditionals, projections, or recursive operations) and, recursively, the operations that these combinators act on are themselves equal from one operation to the other.

1.2. Quotient Types

To hide the details of a construction and to allow for reasoning more closely related to ordinary set theory, the quotient operator builds types from equivalence classes of objects. Since the relation defining the equivalence classes can be an arbitrary equivalence relation, one can define types that look like sets (with no intensionality properties), collections of functions with an extensional
equality rather than an intensional one, etc.

\[ A \in \text{TYPE}(i) \]
\[ R \in (\forall f \in A \rightarrow A \rightarrow \text{TYPE}(j)). \]
\[ (\exists \lambda(x,y,z) \in A. f(x)(x)
\quad \delta( f(x)(y) = f(y)(x) )
\quad \delta( (f(x)(y) \& f(y)(z)) \Rightarrow f(x)(z) )) \]

\[ (A/R) \in \text{TYPE}(\max(i,j)) \]
\[ \text{axiom} \in \text{IsQuotient}(A/R) \]
\[ \text{QBase}(A/R) = A \]
\[ \text{QRelation}(A/R) = R \]
\[ q_{A/R} \in A \rightarrow (A/R) \]

In order to build elements of a quotient type, one must have elements of the base type. The operation "q" assumed as a result of the above rule acts to take an element of the base type to the corresponding equivalence class in A/R.

\[ (A/R) \in \text{TYPE}(i) \]
\[ q \in A \rightarrow (A/R) \]
\[ a \in A \]

\[ q(a) \in A/R \]

/ intro

In order to reflect the fact that R is the equivalence relation whereby A/R was formed, we need a special rule for /= equality. It should be noted that equality between members of quotient types is not, in general, decidable, as it depends on being able to find an element of the type to which the equivalence relation maps the elements of the base
type.

\[(A/R) \in \text{TYPE}(i)\]
\[x \in A\]
\[y \in A\]
\[z \in R(x)(y)\]
\[\text{axiom } \epsilon(q(x) =_{A/R} q(y)).\] / equality

Since elements of quotient types can only be built by applications of the \(q\) operation, one cannot use any information about the value to which \(q\) was applied. Thus in order to build an operation (other than a trivial operation) having as its domain a quotient type, there must be a special mechanism for inducing operations on the quotient type from operations on the base of the quotient type which respect the equivalence relation of the quotient type \((R)\). An operation \(f\) on the base type is said to respect the equivalence relation if for all \(x\) and \(y\) in the base type where \(R(x)(y)\) holds when \(f(x) = f(y)\).

\[(A/R) \in \text{TYPE}(i)\]
\[f \in (\forall g \in (\Lambda x \in A. B(x)).\]
\[\quad (A(x,y) \in A.\]
\[\quad \quad (R(x)(y) \Rightarrow (B(x) =_{\text{TYPE}(j)} B(y))\]
\[\quad \quad \quad \& g(x) =_{B(x)} g(y))))\]
\[\text{Qind}(f) \in (\Lambda x \in (A/R). B(x))\]
\[\text{axiom } \epsilon(\Lambda x \in A. (\text{Qind}(f)(q(x)) =_{B(x)} q(f.1(x))))\]

\[\Lambda \text{ intro}\]

1-8. More on Intensionality

In addition to the rules already given for the intensionality operations \(\text{IsFunction}, \text{IsRecursive}, \text{IsQuotient}, \text{IsEquality}\) and \(\text{IsUnion}\) we need an additional rule to ensure that an object cannot be both a union and a recursive type, for example. Let \(\text{IS}_1, \ldots, \text{IS}_5\) be any
permutation of the operations listed above. Then the following holds:

\[ \exp \in \text{TYPE}(i), \ i \geq 1 \]

\[ \text{axiom} \in \text{IS}_1(\exp) \Rightarrow (\neg \text{IS}_2(\exp) \& \cdots \& \neg \text{IS}_5(\exp)) \]

Note that this does not mean that every type can be classified as one of these type forms. The universe is explicitly left open-ended as a means of ensuring that all constructive types can be included within the system.

Furthermore, having classified an object as an element of a function type, we need an axiom that states that it is formed in only one way. Thus, letting IS\_1 \ldots IS\_4 stand for any permutation of the operations IsPerm, IsComp, IsRec, IsCond, we have

\[ f : \text{Ax} \in \text{A} \Rightarrow (\neg \text{IS}_2(f) \& \neg \text{IS}_3(f) \& \neg \text{IS}_4(f)) \]

Again, note the open-ended definition of what constitutes an operation. Constructively speaking, we may not have included all methods of operation definition in the system, and so leave it open for future expansion.
4. Why PL/CV3?

4.1. Advantages of the theory.

The unified view of types, propositions and user operations presented in PL/CV3 offers several advantages. The approach to editing, verification, meta-reasoning and execution of commands is simple, and all can be explained within the theory. From earlier experience with version 2 of PL/CV, we have found that meta-reasoning is very useful. The PL/CV3 approach does not limit us to meta-reasoning - we can reason about the theory at any level of abstraction.

Experience has shown that the facility of saving large amounts of already-checked logic for use as one proves more theorems is essential, yet it must be flexible enough to allow changes to occur without the need to re-check theorems that do not depend on what was altered. The proposed implementation uses techniques derived from incremental verification [see Krafft, 1981] and program synthesis [see Teitlebaum, Reps 1979]. In order to maintain the intensional view of the universe, incremental verification becomes a necessity - once a proof of a theorem is found, it must be kept so its structure can be inspected. For incremental verification it must be kept in case any theorems or values it depends on are changed. Taking a step beyond program synthesis, we insist not only that all objects derived in the system be syntactically correct, but that they be semantically correct. A program must be proven to terminate before it can be executed.
theorem must have a proof constructed before it can be used in the
derivation of other facts.

Commands are treated as internal objects, and their semantics can
also be explained within the theory. The concept of a frame of
reference, and a global naming convention enforced by the system provide
the equivalent to a state-space semantics.

Since commands can be treated internally, users and internal
processes can be treated identically. Anything a user can do can be
written as a procedure; thus high-level editing procedures can be
written in the same language as the language of the theory being edited.

4.2. Comparison to other languages.

LISP is also an strongly intensional language. Every (S-)expression
is itself a list of objects and can be operated on as a list, or
evaluated by EVAL, which itself is a list and can be expressed (very
succinctly) as part of the language. Pure LISP does not permit the
introduction of editing functions, although most LISP implementations
use the concept of variables and pointers to implement editing functions
which can then be used from within other LISP expressions as primitive
objects, thus moving editing into the realm of the language. However,
LISP can refer to only one universe, that of lists and atoms, and does
not allow for any meta-reasoning.

LCF is closer than LISP to PL/CV3, in that it consciously
implements a logic for programming. However its universe allows for
only one level of meta-reasoning, so there is a real separation between
meta-language types and "real" types. The universe that the user sees
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cannot be folded down to be a part of the theory. LCF is not intensional at the meta-language level, although it does show some intensional properties in its treatment of "forms".
5. Examples

In this section, we illustrate the theory by presenting familiar examples in it, starting with the predicate calculus, then number theory, analysis and set theory.

5.1. Predicate calculus examples

Suppose we want to prove that

\[ \text{SOME } y \in A. \text{ALL } x \in A. p(x,y) \Rightarrow \text{ALL } x \in A. \text{SOME } y \in A. p(x,y) \]

This involves building a function.

1. In this case the function delimiters are PROOF and QED for mnemonic reasons.

PROOF;
ASSUME SOME \( y \in A. \text{ALL } x \in A. p(x,y) \);
/* the goal is to build a function, an element of the
type \( \text{ALL } x \in A. \text{SOME } y \in A. p(x,y) \) */
ALL \( x \in A. \text{SOME } y \in A. p(x,y) \) BY INTRO,
PROOF;
   ARB \( x \in A; \)
   CHOOSE \( y \in A \) WHERE L1: ALL \( x \in A. p(x,y) ; \)
   L2: \( p(x,y) \) BY ALLEL, L1(x);
   SOME \( y \in A. p(x,y) \) BY INTRO, y, L2;
QED;
QED;

2. An equivalent way to write this is

\( \text{ARB } z \in \forall y \in A. \text{AX} \in A. p(x,y) ; \)
(ARB \( x \in A; \) pair(z.1,z.2(x,z.1)))
\( \epsilon \forall y \in A. \text{AX} \in A. p(x,y) \Rightarrow \text{AX} \in A. \forall y \in A. p(x,y) \)

These are simply two different ways of spelling the same mathematical object. The typings and definitions used in the first form are matters of linguistic style.
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3. It is also possible to write this proof as a procedure which manipulates a "state." For example

\[ \forall y \in A. \forall x \in A. p(x,y) \Rightarrow \forall x \in A. \forall y \in A. p(x,y) \] BY PROC:

\begin{itemize}
  \item ARB \( z \in (\forall y \in A. \forall x \in A. p(x,y)) \);
  \item DCL \( y \in A \);
  \item DCL \( w \in \forall x \in A. \forall y \in A. p(x,y) \);
  \item DCL \( w2 \in \forall x \in A. p(x,z.1) \);
  \item \( y := z.1 \);
  \item \( w := z.2 \);
  \item \( w := (\text{ARB } x \in A; w2(x)) \);
\end{itemize}

END

This form of "procedure" is such that the result extracted depends on which components are selected of the implicit parameterized dependent product of the form

\[ \text{PRCD}(y:A, w: \forall x \in A. \forall y \in A. p(x,y), w2: \forall x \in A. p(x,z.1)) \]

4. We have expressed the previous propositions as typings because we were interested in the proof. We can also write a predicate which defines the proved (small) propositions.

\[ \text{FOR } x \in \text{TYPE}(1) \text{ DEFINE } \text{Proved}(x) = \text{SOME } p \in x. \text{true} \]
\[ \text{DEFINE } \text{TRUE}(1) = (x \in \text{TYPE}(1) : \text{Proved}(x)). \]

Now whenever we have the typing "A BY proof", we also have the proposition Proved(A). The system will automatically make this assertion from the typing. We can make this concept more familiar by using the notation \( \vdash (A) \) for Proved(A).

5.2. An example from arithmetic

The theory of arithmetic from PL/CV2, described in [Constable, O'Donnell 70], is used here also. We show how to define the least prime
factor of a positive integer, assuming certain basic facts about arithmetic which are proved in detail in [Constable, Johnson, Eichenlaub 81], called the source document in the proof.

1. Assume there is a definition of "$x$ divides $y$" as "SOME $z \in N.(y=nz)$", and a definition of $\text{prime}(x)$ as "$x > 1$ & ALL $z \in \text{INT}$ WHERE $1 < z < x \rightarrow \neg(z \text{ divides } x)$". Now we prove

Theorem: $\forall x < N \text{ WHERE } x > 1 \cdot \forall L \in N \cdot$
  $\{L \text{ divides } x \land \text{prime}(L) \land \forall d \in \text{INT}.(d \text{ divides } x \land d > 1 \rightarrow L \leq d)\}$

BY INTRO.

Least: PROC;

/* define a function which finds the least factor */
divisor: PROC
  ARB Y \in INT;
  ATTAIN divisor(y) divides x, divisor(y) > 1,
    \forall i \in \text{INT WHERE } 2 \leq i < \text{divisor}(y) . \neg(i \text{ divides } x);
  DCL (I,J) \in \text{INT};
  \forall K \in \text{INT WHERE } 2 \leq K < J . \neg(K \text{ divides } y) \text{ BY INTRO};
  DO J = 2 to Y;
    ASSUME D: \forall K \in \text{INT WHERE } 2 \leq K < J . \neg(K \text{ divides } y);
    IF MOD(Y,J) = 0 THEN RETURN(J);
    MOD(Y,J) = 0;
    E: \neg(J \text{ divides } Y);
    \forall K \in \text{INT WHERE } 2 \leq K < I+1 . \neg(K \text{ divides } Y)
      \text{ BY ALLEL, domain_ext,D,2,E};
  END;
  RETURN(Y);
END divisor;

L1: divisor(x) divides x \land \text{FUNCTION}, divisor(x);
L2: ALL k \in \text{INT WHERE } 2 \leq k < \text{division}(y) .
    \neg(k \text{ divides } x) \text{ BY FUNCTION}, divisor(x);
L3: prime(divisor(x));
L4: ALL z \in \text{INT WHERE } 1 < z < \text{divisor}(x) .
    \neg(z \text{ divides divisor}(x)) \text{ BY INTRO},
    \neg(z \text{ divides divisor(x)}) \text{ BY CASES, D};
    PROOF;
    CASE z divides divisor(x);
    CASE z divides x
        \text{ BY (lemma in divisors, see complete source)};
    \neg(z \text{ divides } x) \text{ BY ALLEL,L2,z};
QED;
QED;

QED; divisor(x) > 1 \text{ BY FUNCTION}, divisor(x);
l3: prime(divisor(x));
L4: ALL d ∈ INT . (d divides x & d > 1 ⇒ divisor(x) ≤ d) BY INTRO, PROOF;
    L: d < divisor(x) v divisor(x) ≤ d BY ARITH;
       divisor(x) ≤ d BY CASES, L;
    PROOF:
      CASE d < divisor(x);
         1 < d < divisor(x);
         d divides x;
         ~(d divides x) BY ALLEL, L2, 0;
      QED;
      QED;

    /* take as L of the conclusion, divisor(x);
       then L1, L3 and L4 establish the theorem */
    END least

2. A critical lemma in this proof is domainext used after
   statement E in the DO loop. Here is a proof of that lemma which
   illustrates how the structural form of propositions can be used in
   statements.

   domainext: ALL L ∈ INT . ALL P ∈ (INT ⇒ TYPE(1))
     WHERE (F = (ARS n; ALL x ∈ INT WHERE L ≤ x ≤ n ⇒ Q(x)))
     . (ALL n ∈ INT . (P(n) & Q(n) ⇒ P(n+1)) BY INTRO, INTRO,
       PROOF;
          ALL n ∈ INT . (P(n) & Q(n)) ⇒ P(n+1)) BY INTRO, PROOF,
       PROOF;
          ALL x ∈ INT WHERE L ≤ x ≤ n ⇒ x ≤ n+1;
       PROOF:
          x < n v x = n BY ARITH , x < n+1;
       Q(x) BY CASES,
       PROOF;
          CASE x < n;
       Q(x) BY ALLEL, P(n), x;
          CASE x = n; Q(x);
      QED;
      QED;
      QED;
      QED;

3. Here is another way to express the work of finding a divisor:
   we can iterate the function e defined below, starting with k=2.

   ALL n ∈ INT . ALL k ∈ N,
   (ALL i ∈ [i ∈ INT : 2 ≤ i ≤ k ] . ~(i divides n) ⇒
ALL i ∈ \{i ∈ \text{INT} : 2 ≤ i < k+1\} . (¬(i \text{ divides } n) L (k \text{ divides } n))

BY INTRO,

e: PROC ARB n ∈ \text{INT};
f: PROC ARB k ∈ \text{INT};
PROC
ASSUME L: ALL i ∈ \{i ∈ \text{INT} : 2 ≤ i < k\} . (¬(i \text{ divides } n));
IF decide (k \text{ divides } n)
THEN proof (k \text{ divides } n)
ELSE PROC ARB j ∈ \{k ∈ \text{INT} : k ≤ j < k\} . (¬(j \text{ divides } n))
D: k=j \lor j < k \quad \text{BY ARITH};
\quad (j \text{ divides } n) \quad \text{BY CASES}. D;
PROOF;
CASE k=j; (k \text{ divides } n)
CASE j<k; (j \text{ divides } n) \quad \text{BY ALLEL}. L.j;
QED;
END;
FI;
END;
END f;
END e;

We assume that the relation "k divides n" is proved automatically by a routine called decide, which the user writes. The function "proof" in the THEN clause supplies the proof for automatically generated proofs.

5.1. A second order arithmetic example

1. We can easily prove the corollary to Cantor’s theorem, that N → N is not enumerable.

¬SOME E ∈ (N → (N → N)) . ALL f ∈ (N → N) . SOME n ∈ \text{INT} . E(n)=f
BY INTRO. PROOF;
/* suppose such an E exists and derive a contradiction */
CHOOSE E ∈ (N → (N → N)) WHERE ALL f ∈ (N → N)
\quad \text{SOME } n \in \text{INT} . E(n)=f
SOME d ∈ \text{INT} . (E(d) = D:\{\text{ARB } x ∈ \text{INT}; E(x)(x)+1\})
BY ALLEL. ALL f ∈ (N → N) . SOME n ∈ N . (E(n)=f). D;
/* D is the diagonal function */
CHOOSE d IN N WHERE E(d) = (\text{ARB } x ∈ N; E(x)(x)+1);
L1: D(d) = E(d)(d)+1;
L2: E(d)(d) = D(d);
false BY ARITH. L1.L2;
QED;
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2. Cantor's theorem can easily be proved for any type on which we can find a different element for each element.

**FOR A ∈ TYPE DEFINE**

\[\text{SEP}(A) = \text{ALL } x \in A \cdot \text{SOME } y \in A \cdot (\neg(x=y)).\]

**Note.** \( = A \) is easily inferred for \( = \) by the type checker in this context.

**DEFINE** \( S = \{x ∈ \text{TYPE} : \text{SEP}(x)\} \)

**ALL A ∈ S \cdot \neg(\text{SOME } E ∈ A \rightarrow (A → A)) \cdot**

**ALL f ∈ (A → A) \cdot \text{SOME } x ∈ A. (E(x) = f).**

**BY INTRO, INTRO,**

**PROOF:**

- CHOOSE \( E ∈ A \rightarrow (A → A) \) WHERE \( L: \text{ALL } f ∈ A → A \cdot \text{SOME } x ∈ A \cdot (E(x) = f); \)
- CHOOSE \( \text{sep e ALL } x ∈ A \cdot \text{SOME } y ∈ A \cdot (\neg(x=y)); \)
- /* apply phrase L of the hypothesis to the diagonal function, named D*/
- **DEFINE** \( D = (\text{ARB } y ∈ A; \text{sep}(E(x)(y))); \)
- **SCHEME** \( x ∈ A \cdot (D = E(x)) \) BY ALLEL., L, D;
- **CHOOSE** \( d ∈ A \) WHERE \( E(d) = D; \)

\[D(d) = \text{sep}(E(d)(d)); /*by definition of D*/\]
\[E(d)(d) = D(d); /*by definition of E and d*/\]

**false; /*since \( \neg(\text{sep}(E(d)(d)) = E(d)(d)) */\)**

**QED:**

1.4: Set Theory

1. Sets are built as "equivalence classes" of types. The technique is illustrated by examining the small subsets built on a type A. First we define the "small subtypes", \( P(A) \).

**FOR A ∈ TYPE(1)**

**DEFINE** \( P(A) = \{x ∈ \text{TYPE}(1) : \text{SOME } Q ∈ A → \text{TYPE}(1) \cdot (x = \{y ∈ A : Q(y)\})\}\)

So the small subtypes of A have the form \( \{x ∈ A : Q(x)\} \) for some proposition Q. We now define an extensional equivalence relation on
these types to make them sets.

\[
\text{FOR } (S_1, S_2) \in P(A) \\
\text{DEFINE INFIX } \text{e}q\text{e} = \forall x \in A . \ ((S_1.2)(x) \iff (S_2.2)(x))
\]

Recall that \(S_1.2\) and \(S_2.2\) select the second (propositional) part of the type \(\{x \in A : Q(x)\}\).

\[
\text{DEFINE } \text{Pow}(A) = P(A)/\text{e}q\text{e}
\]

Officially, before we can define this, we must show that \(\text{e}q\text{e}\) is an equivalence relation, a step we omit here. \(\text{Pow}\) is the type of (small) subsets of \(A\). On these, we can define the usual set operations: union, intersection, and difference as follows.

2. The intersection, union and complement of subsets \(x\) and \(Y\) are defined as

\[
\text{FOR } (x, y) \in P(A) \\
\text{DEFINE INFIX } \text{c}a\text{p} = \{z \in A : (x.2)(z) \& (y.2)(z)\}, \\
\text{c}u\text{p} = \{z \in A : (x.2)(z) \lor (y.2)(z)\};
\]

\[
\text{FOR } x \in P(A) \\
\text{DEFINE } \text{b}a\text{r} = \{z \in A : \neg (x.2)(z)\};
\]

Now we show that "\(\text{c}a\text{p}\)" respects the "\(\text{e}q\text{e}\)" equivalence and hence induces a cap operation on \(\text{Pow}(A)\).

Prop: \(\forall (x, y, z) \in P(A) . \ ((x.1 \text{eq} x.2 \& y.1 \text{eq} y.2) \Rightarrow ((x.1 \text{cap} y.1) \text{eq} (x.2 \text{cap} y.2))\)

\[
\text{BY INTRO, INTRO, PROOF;}
\]
\[
\text{ALL } z \in A . ((x.1 \text{cap} y.1).2)(z) \iff ((x.2 \text{cap} y.2).2)(z)
\]
\[
\text{BY INTRO, PROOF;}
\]
\[
((x.1 \text{cap} y.1).2)(z) \iff ((x.2 \text{cap} y.2).2)(z) \text{ BY INTRO;}
\]

/* This step is a sequence of equivalences which can be automatically deduced from the hypotheses \(x.1 \text{eq} x.2\) and \(y.1 \text{eq} y.2\) */
\[
((x.2 \text{cap} y.2).2)(z) \Rightarrow ((x.1 \text{cap} y.1).2)(z);
\]

QED

Now it is possible to lift \(\text{cap}\) to the \(\text{Pow}\) type. The official name for
it is $\cap(\text{cap})$, but the system will allow the use of cap since the type will always be unambiguous.

To prove $X \cap Y = Y \cap X$ for all $X, Y$ in $\text{Pow}(A)$, we return to $P(A)$, where it is necessary to show

$$(X \cap Y) \equiv (Y \cap X) \quad \text{for } X, Y \text{ in } P(A)$$

This is trivial by the commutativity of "$\cap$". In fact, arguments of this type are so typical, that we want to build general methods of carrying them out automatically.

3. The general fact behind the commutativity of $\cap$ is this: If an operation "op" on subtypes is defined by a commutative operation on the proposition, then "op" is commutative. This can be stated as a theorem as follows.

```plaintext
FOR F $\in$ TYPE $\rightarrow$ (TYPE $\rightarrow$ TYPE), op $\in$ F(A) $\rightarrow$ (F(A) $\rightarrow$ F(A))
DEFINE Def = ALL (X,Y) $\in$ F(A) .
( op(X,Y) = \{ x $\in$ A : F((X.2)(x), (Y.2)(x)) \}
& cp(Y,X) = \{ x $\in$ A : F((Y.2)(x), (X.2)(x)) \});

ALL F $\in$ TYPE $\rightarrow$ (TYPE $\rightarrow$ TYPE)
WHERE (ALL (X,Y) $\in$ TYPE . (F(X, Y) $\equiv$ F(Y, X)))) .
ALL op $\in$ F(A) $\rightarrow$ (F(A) $\rightarrow$ F(A)) WHERE Def(F, op) .
ALL (S1,S2) $\in$ Pow(A) . (op(S1, S2) = op(S2, S1))
BY INTRO, INTRO, PROOF;
ALL (S1,S2) $\in$ Pow(A) . (op(S1, S2) = op(S2, S1))
BY INTRO, PROOF;
/* since Pow(A) is a quotient type, we can choose arbitrary representatives */
ARB (X,Y) $\in$ F(A);
op(X,Y) = \{ x $\in$ A : F((X.2)(x), (Y.2)(x)) \}
BY ALLEL, Def(F, op), X, Y;
op(Y,X) = \{ x $\in$ A : F((Y.2)(x), (X.2)(x)) \}
BY ALLEL, Def(F, op), X, Y;

/* goal: show (X op Y) $\equiv$ (Y op X) */
ALL x $\in$ A . (F((X.2)(x), (Y.2)(x)) $\equiv$ F((Y.2)(x), (X.2)(x))
BY INTRO, PROOF;
L1: ALL (X,Y) $\in$ TYPE . (F(X, Y) $\equiv$ F(Y, X));
F((X.2)(x), (Y.2)(x)) $\equiv$ F((Y.2)(x), (X.2)(x))
BY ALLEL, L1, X.1(x), X.2(x);
```
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QED;
{x ∈ A : F((X.2)(x), (Y.2)(x))} eqe
{x ∈ A : F((Y.2)(x), (X.2)(x))} /* from the definition of eqe */
op(X, Y) = op(Y, X); /* by the definition of op */
QED

5.5. Recursive types

Let us consider the beginnings of the theory of formal languages. Starting with a finite alphabet \( A = \{a_1, \ldots, a_n\} \), the type \( A^* \) of all finite sequences of elements of \( A \), including the empty sequence, is defined. Here is how that is done in this theory.

First we define the family of finite discrete types as follows.

Let \( \text{Nat} = \{x ∈ \text{INT} : x ≥ 0\} \). We also assume the notation \([1,n]\) stands for the type \( \text{SOME } x ∈ \text{INT}. 1 ≤ x ≤ n \).

/* a type is finite iff there is a bijection onto an interval 1,...,n */
FOR X ∈ TYPE
DEFINE Finite(X) = SOME n ∈ Nat .
SOME e ∈ [1,n] → X .
SOME p ∈ X → [1,n] .
( ALL i ∈ [1,n] . (p(e(i)) = i) & ALL x ∈ X . (e(p(x)) = x));

/* a discrete type is one with a decidable equality */
FOR X ∈ TYPE
DEFINE Discrete(X) = ALL (x,y) ∈ X . (x = y v ~ (x = y));

Now define the type \( A^* \) of all nonempty finite sequences from \( A \).

FOR (A,X) ∈ TYPE
DEFINE seq(A, X) = A → X → A;

FOR A ∈ (X ∈ TYPE : Finite(X) & Discrete(X))
DEFINE Seq(A) = \( \text{R((ARB } Y ∈ \text{TYPE;} \text{ seq(A, Y))});

/* this is equivalent to the domain equation
Seq(A) = A → Seq(A) → A */
The language of $\text{Seq}(A)$, denoted $\text{Lang}(\text{Seq}(A))$, is essentially the type consisting of $A$, $A + A \times A$, $A + (A + A \times A) \times A$, etc. The type $\text{Seq}(A)$ is isomorphic to the union of all of these types, i.e., $x \in \text{Seq}(A)$ iff $x$ is the image of an element of one of these types. Given $x \in \text{Seq}(A)$, the function $\text{Basis}(x)$ maps $x$ to the elements of $\text{Lang}(\text{Seq}(A))$ from which it arose.

We want sequences that include the empty sequence, which is simply some special element of an enumeration type.

\[
\begin{align*}
\text{FOR } & A \in \{X \in \text{TYPE} : \text{Finite}(X) \& \text{Discrete}(X)\} \\& \\
\text{DEFINE } & \text{SeqStar}(A) = \text{Seq}(A) \star \{\text{nil}\};
\end{align*}
\]

We can now define functions on $\text{SeqStar}(A)$. We want to define:

\[
\begin{align*}
\text{Nil}(x) & \iff x = \text{nil} \\
\text{Atoc}(x) & \iff x \in A \\
\text{hd}(xa) & = a, \ \text{hd}(a) = a \\
\text{tl}(xa) & = x, \ \text{tl}(a) = a \text{ for } a \in A
\end{align*}
\]

The definitions will be

\[
\begin{align*}
\text{Nil}(x) & = (\text{Case}(x) = 2) \\
\text{Atoc}(x) & = (\text{Case}(x) = 1 \& "x \text{ comes from } A + \text{VOID} \times A") \\
\text{hd}(x) & = \text{IF Basis}(x) = A \\
& \quad \text{THEN } x \\
& \quad \text{ELSE } x.2 \\
\text{tl}(x) & = \text{IF Basis}(x) = A \\
& \quad \text{THEN } x \\
& \quad \text{ELSE } x.1 \\
& \text{FI}
\end{align*}
\]

Officially, we cannot write "$x.2$" but must instead map $x$ back into a type which is a product. So we take "$\text{inj}(x).2$" where $\text{inj}$ is an appropriate injection from $\text{Seq}(A)$ back into one of the elements of $\text{Lang}(A)$.

\[
\begin{align*}
\text{tl}(x) & = \text{IF Basis}(x) = A \\
& \quad \text{THEN } x \\
& \quad \text{ELSE } x.1 \\
& \text{FI}
\end{align*}
\]
Again, officially we cannot use "x.1" but must use injections. The actual form of these definitions is:

\[
\text{FOR } x \in \text{SeqStar}(A) \\
\text{DEFINE } \text{Nil}(x) = (\text{Case}(x) = \text{2}), \\
\quad \text{Atom}(x) = (\text{Basis}(x.1) = \text{seq}(A, \text{VOID})); \\
\]

\[
\text{FOR } x \in \text{SeqStar}(A) \\
\text{DEFINE } \text{hd}(x) = \text{IF } \text{Nil}(x) \\
\quad \quad \text{THEN } x \\
\quad \quad \text{ELSE } \text{IF } \text{Atom}(x) \\
\quad \quad \quad \text{THEN } x \\
\quad \quad \quad \text{ELSE } \text{in}(\text{out}(x), 2) \\
\quad \quad \text{FI} \\
\quad \text{FI}, \\
\text{tl}(x) = \text{IF } \text{Nil}(x) \\
\quad \quad \text{THEN } x \\
\quad \quad \text{ELSE } \text{IF } \text{Atom}(x) \\
\quad \quad \quad \text{THEN } x \\
\quad \quad \quad \text{ELSE } \text{in}(\text{out}(x), 1) \\
\quad \quad \text{FI} \\
\quad \text{FI};
\]

for appropriate definitions of "in" and "out", e. g.

\[
\text{out}(x) = \text{in}^{-1}_{\text{BASIS}(x) \rightarrow \text{Seq}(A)}(x).
\]

Finally we can define a recursive concatenation operation as

\[
\text{FOR } (x, y) \in \text{SeqStar}(A) \\
\text{DEFINE } x \text{ con } y = \text{IF } \text{atom}(y) \\
\quad \quad \text{THEN } \text{in}(\text{pair}(\text{out}(x), \text{out}(y))) \\
\quad \quad \text{ELSE } \text{in}(\text{pair}(x \text{ con } \text{tl}(y)), \text{out}(\text{hd}(y)))) \\
\quad \text{FI}
\]

again, for appropriate definitions of "in" and "out".

If we want to treat \text{SeqStar}(A) as an abstract type, we can form the dependent product

\[
\text{AbsrecStar}(A) = \text{Prod}(\text{SeqStar}(A), \text{Nil}, \text{Atom}, \text{hd}, \text{tl}, \text{con})
\]
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APPENDIX A

Another Construction for Recursive Types

While the method of introducing recursive types presented in section 3.5 is adequate to define the recursive types of modern programming languages, it is not adequate for certain kinds of transfinite induction used in constructive set theory. In particular [Aczel 78] and [Martin-Löf 79] introduce a concept of constructive well-ordering which goes far beyond the well-orderings we could define. Moreover, their treatment of this concept is quite simple, simpler than our notion of a recursive type. We are therefore led to introduce this more powerful concept and use it to define the recursive types of section 3.5 as outlined below.

The \( W \) constructor is similar in syntax to the \( V \) and \( \Lambda \) constructions. A \( W \) type can be introduced using the following rule.

\[
\begin{align*}
T & \in \text{TYPE}(i) \\
S & \in T \rightarrow \text{TYPE}(j) \\
W & \in T \cdot S(x) \in \text{TYPE}(\max(i,j)) \\
\text{Nodes}(Wx \in T \cdot S(x)) & = T \\
\text{OutDegree}(Wx \in T \cdot S(x)) & = S
\end{align*}
\]

Elements of a well-ordering can be thought of as a tree formed such that each branch has finite length, but the number of branches to descendants in the tree from any node may be infinite. The nodes of one of these trees have values associated with them, taken from the type \( T \). The fan-out of a node labelled with a value \( t \) in \( T \) can be put in one to one correspondence with the elements of \( S(t) \).
Creating elements of \( W \) types closely corresponds to definition by induction. Given an element \( t \) of a type \( T \), and a function from \( S(t) \) to the \( W \) type in question, the function \( sup \) creates an element of the \( W \) type.

\[
\begin{align*}
t &\in T \\
f &\in S(t) \rightarrow W x \in T.S(x) \\
\text{sup}(t,f) &\in W x \in T.S(x) \\
\text{Label}(\text{sup}(t,f)) &= t \\
\text{Predecessor}(\text{sup}(t,f)) &= f
\end{align*}
\]

That is, an element of a well-ordering type is represented by the combination of an element \( t \) of \( T \) and a function \( f \). When applied to an element \( b \) of \( S(t) \), \( f \) gives the element of \( W x \in T.S(x) \) found by following the \( b \)th edge out of the node labelled with \( t \). This function is, in essence, a generalized predecessor function, as an element of a well-ordering can have as many predecessors as there are elements in the type specified by applying \( S \) to the label on the root node.

Given an element \( \text{sup}(t,f) \), we can operate on it to obtain the \( t \) and \( f \) objects by using the Label and Predecessor operations. The other form of elimination of \( W \) types corresponds to the definition of recursive functions on the \( W \) type. The Brec operation takes as argument a function \( f \) and produces as its result a function taking \( y \) in
$\forall x \in T.B(x)$ to $C(y)$. The function $f$ takes as argument and element $y$ of $\forall x \in T.B(x)$ and returns a function which given a predecessor $z$ of $y$, returns an element of $C(z)$.

$$f \in \forall y \in (\forall x \in T.B(x)).(\forall x \in \text{Predecessor}(y).(\text{Label}(y)).C(x))$$

$$\text{rec}(f) \in \forall x \in (\forall x \in T.B(x)).C(x)$$

We elim

Two elements of a $W$ type are equal if they have the same label at their root, and the same predecessor function. For the label, "the same" means equal by the equality defined for the type of the label. For the predecessor function, equal means extensionally equal, rather than intensionally equal.

Our notion of recursion in section 3.5 was defined so that we would be able to define the integers from the primitive concepts of the theory as a recursive type. Clearly, we want the integers to be a TYPE(1) object. This meant that, after defining the language type of a recursive definition to be one level higher than the recursive type, we could not just use $\forall T \in L(T).T$ as our definition of the recursive type, as this would also be one level higher than desired. So we axiomatized the recursive types to be reflected down one level, and in doing so introduced the requirement that recursive types not be allowed to use intensionality functions in the function on which the recursion is performed. Otherwise, let $f$ be given by

$$f(T) = \begin{cases} \text{IF IsRecursive}(T) \\
\text{THEN RecFunc}(T)(T) \\
\text{ELSE } g(T) \end{cases}$$

This $f$ is a mapping from types to types; hence we can build $\text{REC}(f)$ as a recursive type. But then the application of $f$ to the type $\text{REC}(f)$ is a non-terminating computation.
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Using the W combinator, we can build the integers from the assumption of the existence of an empty type, a type with one element, and a type with two elements. Furthermore, constructing the integers this way leaves them in TYPE(1) without complicated assumptions on what functions can be used in recursive definitions.

Let the type with one element be \( 1 \), and let its element be represented by "1". Thinking again of elements of a \( W \) type as trees, the integer 0 will be represented as a tree of exactly one node labelled with false; the successor of an integer \( n \) will be represented as a tree with a root labelled by true, and a single outward edge to the tree which represents \( n \). So labels come from the type Bool, and there are either no edges out of a node if the label is false, or one edge if the label is true. So the number of outward edges corresponds to elements of VOID and \( 1 \), respectively. In order to build such a \( W \) type, we need a function \( f \) of type \( \text{Bool} \rightarrow W \) such that \( f(\text{false}) = \text{VOID} \), and \( f(\text{true}) = 1 \). Such a function is \( \lambda x : \text{Bool}. \text{if } x \text{ then } \text{VOID} \text{ else } 1 \) so the type

\[
\text{Int} = Wx : \text{Bool}. \text{if } x \text{ then } \text{VOID} \text{ else } 1
\]
describes the type of non-negative integers.

Given the integers, we can then form \( \text{REC}(f) \) by \( \forall n : \text{INT}. f^n(\text{VOID}) \), which also remains at the lower level. A version of \( \text{L}(f) \) can be constructed using similar techniques, but it is no longer a necessary notion.