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Two-dimensional infrared (2D IR) spectroscopy probes complex vibrational couplings on a subpicosecond time scale. In the past two decades this method has been applied to a variety of benchmark and biologically relevant molecules, investigating structural dynamics, solvation, and population and coherence transfer. The fundamental quantity probed in such experiments is the third order vibrational response function. It is difficult to extract all of the structural and dynamical information encoded in the vibrational response function because many processes can contribute to the signal. In order to obtain maximal information from the experimental spectra, atomic level models of two-dimensional spectra are necessary. We have developed a semiclassical method for computing multidimensional vibrational spectra, the optimized mean-trajectory (OMT) approximation, that relies on the association of quantum mechanical eigenstates of the Hamiltonian with the action-angle variables of classical mechanics. This approximation is derived by developing a correspondence between double-sided Feynman diagrams, typically used to describe contributions to 2D IR spectra, with semiclassical OMT diagrams. The OMT is shown to well reproduce the vibrational response function for single\textsuperscript{1} and multiple oscillator systems, without\textsuperscript{2} and with\textsuperscript{3} a dissipative bath, and also to describe energy transfer processes such as population and coherence transfer.\textsuperscript{4}
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Chapter 1

INTRODUCTION

1.1 Two-dimensional Infrared Spectroscopy

Two-dimensional infrared spectroscopy\textsuperscript{9–11} (2D IR) is a multidimensional generalization of Fourier transform infrared (FT IR) spectroscopy. 2D IR spectroscopy encompasses several experimental methods that probe molecular vibrations and their couplings through a series of infrared pulses. These methods attain greater resolution of spectral features than in FT IR by separating the spectra onto two frequency axes, making direct measurements of vibrational couplings, and therefore molecular structure, with femtosecond to picosecond time resolution. 2D IR spectroscopy therefore provides complementary information to other commonly used direct probes of molecular structure, such as 2D NMR spectroscopy,\textsuperscript{12,13} which can be used to attain high spatial resolution structures but with a time resolution on the order of microseconds to milliseconds.

The first frequency-frequency 2D IR spectra were published in 1998 by Hamm, Lim and Hochstrasser.\textsuperscript{14} In this work vibrational relaxation and dephasing of the amide I band of N-methylacetamide (NMA) and three well characterized small globular proteins were probed with pump-probe and hole burning experimental methods. Since these spectra were published 2D IR spectroscopy has been used to investigate many processes including: the dynamics of lipids,\textsuperscript{15} proteins,\textsuperscript{16–19} and liquid water,\textsuperscript{20–22} and population relaxation\textsuperscript{17} and coherence transfer.\textsuperscript{23}

2D IR spectra can be congested and difficult to interpret as many distinct processes can contribute to the signal. To extract maximal information from these
spectra it is therefore necessary to have theoretical models to aid in the interpretation of experimental results. Furthermore, approximate methods are needed for all but the simplest systems because the vibrational Hamiltonians probed cannot be treated with exact quantum mechanics. Many approaches have been used to simulate 2D IR spectra.\textsuperscript{23–31} A popular atomistic method involves separating the model into a ‘system’, treated with a high level of theory such as quantum mechanics, and a ‘bath’, treated with a lower level of theory such as classical mechanics. The state of the bath is then used to parametrize the state of the system.\textsuperscript{29,32–34} This approach often relies on frequency mappings,\textsuperscript{35–38} which relate a Hamiltonian of the system to the electrostatic potential or derivatives of this potential. Molecular dynamics (MD) simulations can then be used to generate parameters for a reduced quantum calculation.\textsuperscript{39–41} One such approach is the numerical integration of the Schrödinger equation (NISE) method.\textsuperscript{18,40,42} Another atomistic approach based on determining the reduced density matrix has been developed by solving the low-temperature corrected quantum Fokker Plank (LTC-QFP) equation. This method has been applied to small systems for zero waiting time.\textsuperscript{43–45}

In contrast to these methods we develop a semiclassical approximation\textsuperscript{46–54} with a uniform theoretical framework applied to all degrees of freedom. Our approach relies on the existence of action-angle variables\textsuperscript{55} so that its application to multidimensional systems is limited to systems that are approximately quasiperiodic\textsuperscript{56,57} on the timescales of interest. Other semiclassical approximations to the response function have been developed that rely on this formalism, including two semiclassical methods involving action-quantized classical trajectories developed by Cao et al.\textsuperscript{58–61} The first of these methods removes divergences in the classical response function calculation by replacing the standard distribution function by a uniform probability distribution with a quantized ‘uncertainty volume’ of order
$\hbar^n$ for the $n^{th}$ order response function. The second method involves using a Weyl-Wigner-Moyal symbol calculus approach to obtain higher order corrections to the classical response function. While, our method relies on a similar theoretical framework it differs in both its derivation and its final form from these approximations to the response function. In Appendix C we use the Weyl-Wigner-Moyal symbol calculus approach as the starting point of an approximate response function calculation and compare the resulting expression to the optimized mean-trajectory (OMT) approximation, derived in Chapter 2, which is the central result of this thesis. A third semiclassical approach, the mean-trajectory (MT) method, was developed by Gruenbaum and Loring, based on approximately evaluating the response function using the Herman-Kluk time propagator in the coherent state basis. This method had success in computing the vibrational linear response function and the vibrational echo signal but had difficulties in reproducing quantum mechanical waiting time dynamics. The MT approximation is similar to the OMT approximation, but differs in a few key respects that allows the OMT approximation to better describe the evolution of the response function for all time variables. The MT approximation is briefly reviewed and the OMT and MT methods are compared in Appendix B.

1.2 Vibrational Response Function

Two-dimensional infrared spectra are measured in the weak field limit, so that the fundamental observable can be treated as a perturbative correction to the macroscopic polarization, $P(t)$, which is proportional to the expectation value of the transition dipole operator, $\hat{\mu}$. We can determine this quantity to a given perturbative order in the electric field by assuming the Hamiltonian can be written
as a part pertaining to the system, $\hat{H}_0$, and a part that describes the interaction of the system with the electric field, $\hat{W}$

$$\hat{H} = \hat{H}_0 + \hat{W}. \quad (1.1)$$

Within the interaction picture, the density operator's time evolution under the Hamiltonian in Eq. (1.1) is,

$$\frac{d\hat{\rho}_I}{dt} = -\frac{i}{\hbar} \left[ \hat{W}_I, \hat{\rho}_I \right] \quad (1.2)$$

In the interaction picture, $\hat{A}_I(t) \equiv K_0^\dagger(t - t_0)\hat{A}K_0(t - t_0)$ with $K_0(t) \equiv e^{-i\hat{H}_0 t/\hbar}$.

The solution can be obtained iteratively to a given order of interaction with the electric field,

$$\hat{\rho}_I(t) = \hat{\rho}_I(0)(t_0) + \sum_{n=1}^{\infty} \left( -\frac{i}{\hbar} \right)^n \int_{t_0}^{t} d\tau_n \int_{t_0}^{\tau_n} d\tau_{n-1} \cdots \int_{t_0}^{\tau_2} d\tau_1 \left[ \hat{W}_I(\tau_n), \hat{W}_I(\tau_{n-1}), \ldots \left[ \hat{W}_I(\tau_1) , \hat{\rho}_I(t_0) \right] \ldots \right]. \quad (1.3)$$

We will treat the radiation-matter interaction classically within the dipole approximation as $\hat{W} = -\hat{\mu}E(t)$, with electric field, $E(t) = E(t) \cos(-\mathbf{k} \cdot \mathbf{r} - \omega t + \phi)$, pulse envelope $E(t)$, wavevector $\mathbf{k}$, frequency $\omega$, and phase $\phi$. Substituting this form for the interaction into Eq. (1.3) gives,

$$\hat{\rho}_I(t) = \hat{\rho}_I(0)(t_0) + \sum_{n=1}^{\infty} \left( \frac{i}{\hbar} \right)^n \int_{t_0}^{t} d\tau_n \int_{t_0}^{\tau_n} d\tau_{n-1} \cdots \int_{t_0}^{\tau_2} d\tau_1 E(\tau_n)E(\tau_{n-1}) \cdots E(\tau_1) \left[ \hat{\mu}_I(\tau_n), \hat{\mu}_I(\tau_{n-1}), \ldots \left[ \hat{\mu}_I(\tau_1) , \hat{\rho}_I(t_0) \right] \ldots \right]. \quad (1.4)$$

We can then change into the Schrödinger picture, assuming that $\hat{\rho}(t_0)$ is the equilibrium density operator and therefore does not evolve under the action of $\hat{H}_0$.

$$\hat{\rho}(t) = \hat{\rho}(0)(t_0) + \sum_{n=1}^{\infty} \left( \frac{i}{\hbar} \right)^n \int_{t_0}^{t} d\tau_n \int_{t_0}^{\tau_n} d\tau_{n-1} \cdots \int_{t_0}^{\tau_2} d\tau_1 E(\tau_n)E(\tau_{n-1}) \cdots E(\tau_1) \hat{G}(t - \tau_n) \left[ \hat{\mu}, \hat{G}(\tau_n - \tau_{n-1}) \left[ \hat{\mu}, \ldots \hat{G}(\tau_2 - \tau_1) \left[ \hat{\mu}, \hat{\rho}(t_0) \right] \ldots \right] \right], \quad (1.5)$$
with $\hat{G}(t)A \equiv \hat{K}_0(t_n)\hat{A}\hat{K}_0^\dagger(t_n)$. The polarization is then given by the expectation value the dipole operator,

$$\hat{P}(t) = \hat{P}^{(0)}(t_0) + \sum_{n=1}^\infty \left( \frac{i}{\hbar} \right)^n \int_{t_0}^{t_2} d\tau_n \int_{t_0}^{\tau_n} d\tau_{n-1} \cdots \int_{t_0}^{\tau_2} d\tau_1 E(\tau_n)E(\tau_{n-1}) \cdots E(\tau_1)$$

$$\mathrm{Tr} \left( \hat{\mu} \hat{G}(t - \tau_n) \left[ \hat{\mu}, \hat{G}(\tau_n - \tau_{n-1}) \left[ \hat{\mu}, \ldots \hat{G}(\tau_2 - \tau_1) \left[ \hat{\mu}, \hat{\rho}(t_0) \right] \ldots \right] \right] \right). \quad (1.6)$$

Finally, we send $t_0 \to -\infty$, justifying our assumption that $\hat{\rho}(t_0)$ is the equilibrium density operator $\hat{\rho}$, and change integration variables to time intervals $t_1, t_2, \ldots, t_n$ with $t_1 \equiv \tau_2 - \tau_1, t_2 \equiv \tau_3 - \tau_2, \ldots, t_n \equiv t - \tau_n$.

$$\hat{P}(t) = \hat{P}^{(0)}(-\infty) + \sum_{n=1}^\infty \left( \frac{i}{\hbar} \right)^n \int_0^\infty dt_n \int_0^{\infty} dt_{n-1} \cdots \int_0^{\infty} dt_1$$

$$E(t - t_n)E(t - t_n - t_{n-1}) \cdots E(t - t_n - t_{n-1} - \cdots - t_1)$$

$$\mathrm{Tr} \left( \hat{\mu} \hat{G}(t_n) \left[ \hat{\mu}, \hat{G}(t_{n-1}) \left[ \hat{\mu}, \ldots \hat{G}(t_1) \left[ \hat{\mu}, \hat{\rho} \right] \ldots \right] \right] \right). \quad (1.7)$$

The $n^{th}$ order vibrational response function is defined as the $n^{th}$ order correction to the polarization in the delta-function pulse limit,

$$\hat{R}^{(n)}(t_n, \ldots, t_1) = \left( \frac{i}{\hbar} \right)^n \mathrm{Tr} \left( \hat{\mu} \hat{G}(t_n) \left[ \hat{\mu}, \hat{G}(t_{n-1}) \left[ \hat{\mu}, \ldots \hat{G}(t_1) \left[ \hat{\mu}, \hat{\rho} \right] \ldots \right] \right] \right) \quad (1.8)$$

2D IR spectra are generated by a four-wave mixing signal, and therefore correspond to the third order ($n = 3$) contribution to Eq. (1.7). From the response function in Eq. (1.8) and the electric field for each pulse the polarization in Eq. (1.7) can be computed. We are interested in computing contributions to the third order vibrational response function that produce coherent signals propagated in specific phase-matched directions, which correspond to distinct experimental observables.

The real electric field is taken to consist of two components with positive and negative frequency

$$E(t) = \mathcal{E}(t)e^{i(kr - \omega t + \phi)} + \mathcal{E}^*(t)e^{i(-kr + \omega t - \phi)}. \quad (1.9)$$
The signal in a given direction $\mathbf{k}_s$ is obtained by multiplying Eq. (1.7) by $e^{-\mathbf{k}_s \cdot \mathbf{r}}$ and integrating $\mathbf{r}$ over the interaction volume of the sample. This will result in nonzero signal in specific phase-matched directions, related to the wavevectors of the electric field pulses by, $\mathbf{k}_s = \pm \mathbf{k}_1 \pm \mathbf{k}_2 \pm \mathbf{k}_3$.\(^7\) We will additionally apply the rotating wave approximation,\(^11\) which assumes that rapid oscillations in the integrand in Eq. (1.7) will cause phase cancellation if the field and molecular frequencies do not nearly cancel. This results in only one of the two terms in Eq. (1.9) contributing to Eq. (1.8) for each sequence of interactions with the field. The contribution associated with wavevector $\mathbf{k}_s = \alpha \mathbf{k}_1 + \beta \mathbf{k}_2 + \gamma \mathbf{k}_3$ for $n = 3$ is,

$$R^{(3)}_{\gamma \beta \alpha}(t_3, t_2, t_1) = \left( \frac{i}{\hbar} \right)^3 \text{Tr} \left( \hat{\mu}_c^\delta \hat{G}(t_3) \left[ \hat{\mu}_c^\gamma, \hat{G}(t_2) \left[ \hat{\mu}_c^\beta, \hat{G}(t_1) [\hat{\mu}_c^\alpha, \hat{\rho}] \right] \right] \right). \quad (1.10)$$

In Eq. (1.10) $\alpha, \beta, \gamma,$ and $\delta$ are $\pm$, with two signs $+$ and two signs $\mp$. For specificity we take the chromophore, $c$ to interact with the field through the dipole operator, $\hat{\mu}_c$. Throughout this work we take the dipole operator to be proportional to the coordinate $\hat{q}_c$ with the constant of proportionality suppressed. The operators, $\hat{\mu}_c^\pm$ can then be expressed in terms of the boson creation and annihilation operators, $\hat{b}_c^\dagger$ and $\hat{b}_c$ as, $\hat{\mu}_c^+ = \hat{q}_c^+ = \hat{b}_c^\dagger (\hbar/2m_c\omega_c)^{1/2}$ and $\hat{\mu}_c^- = \hat{q}_c^- = (\hat{\mu}_c^+)^\dagger$.

Several distinct processes can contribute to the signal in Eq. (1.10). For example, for a single degree of freedom expanding the commutators in Eq. (1.10) yields contributions from eight distinct sequences of interactions with the electric field. Double-sided Feynman diagrams\(^5,6,11,71,72\) (2FDs), which portray the perturbative time-evolution of the density operator, are conventionally used to represent these distinct contributions to quantum mechanical response function. Two example 2FDs contributing to the $\mathbf{k}_I = -\mathbf{k}_1 + \mathbf{k}_2 + \mathbf{k}_3$, $\mathbf{k}_{II} = \mathbf{k}_1 - \mathbf{k}_2 + \mathbf{k}_3$ and $\mathbf{k}_{III} = \mathbf{k}_1 + \mathbf{k}_2 - \mathbf{k}_3$ responses in Eq. (1.10) are shown in Fig. 1.2(a)-(c). In these diagrams, time runs vertically with the left and right vertical lines representing the ket and bra aspects of the density operator, respectively. Each arrow repre-
Figure 1.1: Two double-sided Feynman diagrams contributing to the $k_I$, $k_{II}$, and $k_{III}$ phase-matched directions are shown in panels (a)-(c), respectively. The left diagram in each panel corresponds to absorption at times 0 and $t_1$ and deexcitation at times $t_1 + t_2$ and $t_1 + t_2 + t_3$. The right diagram corresponds to absorption in the first three interactions with the field and deexcitation at time $t_1 + t_2 + t_3$.

sents an interaction with the electric field at time 0, $t_1$, $t_1 + t_2$ or $t_1 + t_2 + t_3$, from bottom to top. Within the rotating wave approximation, arrows pointing to the right correspond to interactions with the electric field through the first term in Eq. (1.9) with ‘positive phase’, and arrows pointing to the left correspond to interactions with the second term with ‘negative phase’. Therefore, right pointing arrows correspond to instances of the creation operator in Eq. (1.10) and left pointing arrows to instances of the annihilation operator. In the limit of harmonic selection rules this leads to the intuitive picture that an arrow pointing toward the density operator causes absorption and an arrow pointing away from the density operator causes deexcitation.

1.3 Purely Absorptive Spectra

For multidimensional experiments, the response function contribution from Eq. (1.10) is typically Fourier transformed with respect to $t_1$ and $t_3$ so that a series of 2D spectra are generated as a function of $t_2$, often called the waiting time. Figure 1.2 shows the imaginary part of response function contributions cor-
Figure 1.2: $\text{Im} \left[ \tilde{R}_1^{(3)}(\omega_3, -\omega_1; t_2) \right]$ and $\text{Im} \left[ \tilde{R}_\text{II}^{(3)}(\omega_3, \omega_1; t_2) \right]$ are shown in panels (a) and (b) respectively for a thermal ensemble of Morse oscillators coupled to a dissipative bath for a long waiting time. $R_{\text{abs}}(\omega_3, \omega_1; t_2)$, obtained by combining the responses in (a) and (b) as in Eq. (1.11) is shown in (c). The 2FDs contributing to each signal are shown at right, assuming the oscillator can only access the ground state at thermal equilibrium.
responding to wavevectors $\mathbf{k}_I$ and $\mathbf{k}_II$ in panels (a) and (b), respectively. Due to an additional factor of $i$ in the definition of the measured emitted signal, $S(t_3, t_2, t_1) \propto i\tilde{R}(t_3, t_2, t_1)$, the imaginary contributions to the spectra here correspond to the real contributions to the measured signal in Ref. 5. These spectra were generated for a single Morse oscillator coupled to a dissipative bath as described in Sec. 5.1. Assuming the chromophore begins in the ground state, three 2FDs contribute to the signal in each phase-matched direction, shown to the right in each panel. The 2FDs in (a) and (b) are drawn to emphasize the density operator time evolution in the limit of harmonic selection rules. In this limit, the time dependence in Eq. (1.10) of the density operator $|n_I\rangle \langle n_r|$ will correspond to frequency, $|E_I - E_r|/\hbar$. In practice, peaks are broadened due to interactions with the bath but, nonetheless this correspondence allows for 2FDs to be assigned to spectral peaks by relating the frequencies during the $t_1$ and $t_3$ time periods to $\omega_1$ and $\omega_3$. For example, all 2FDs in Fig. 1.2(b) correspond to frequency $\omega_{10}$ during the $t_1$ time period. This frequency corresponds to $\omega_1 = 0.99\omega$, roughly the center of both peaks in the spectrum in Fig. 1.2(b). In contrast, the 2FDs in row (a) each correspond to the frequency $-\omega_{10}$ during the $t_1$ time period. The frequency during the $t_1$ time period for the $\mathbf{k}_I$ phase-matched direction is always negative so that it is typical to present this spectrum with the sign of the $\omega_1$ frequency reversed. Therefore, the spectrum in (a) is $\text{Im} \left[ \tilde{R}_I^{(3)}(\omega_3, -\omega_1; t_2) \right]$ with $\tilde{R}^{(3)}(\omega_3, \omega_1; t_2)$ the one-sided Fourier transform of $R^{(3)}(t_3, t_2, t_1)$ with respect to $t_1$ and $t_3$. During the $t_3$ time period the left two 2FDs in panel (a) evolve with frequency $\omega_{10}$. These 2FDs therefore contribute to the upper (blue) peak in panel (a) which has its center close to the diagonal. The phases accumulated during the $t_1$ and $t_3$ time period have opposite sign, so that the accumulated phases will exactly cancel for $t_1 = t_3$. For this reason, the $\mathbf{k}_I$ phase-matched direction is called the ‘rephasing’
signal. The right most 2FD in Fig. 1.2(a) corresponds to frequency $\omega_{21}$ during the $t_3$ time period. For an anharmonic oscillator $\omega_{21}$ will be offset from $\omega_{10}$ by the oscillators anharmonicity, $\Delta_{\text{anh}}$. This diagram therefore contributes to the lower (red) peak in panel (a) and has opposite sign due to the expansion of the commutators in Eq. (1.10). The fundamental and anharmonic peaks in the signal in Fig. 1.2 have roughly equal contribution, because for a nearly harmonic system, $\hat{\mu}_{21} \approx 2\hat{\mu}_{10}$. For a harmonic system, this equality holds exactly and $\Delta_{\text{anh}} = 0$, so that the two peaks will overlap and cancel. Therefore, for a harmonic system, $R^{(3)}_\alpha\beta\gamma(t_3, t_2, t_1) = R^{(3)}(t_3, t_2, t_1) = 0$. A similar analysis of the relationship between the 2FDs and 2D IR spectra in panel (b) can be made. For these 2FDs the $t_1$ and $t_3$ frequencies occur with the same phase so that the contribution from the $k_{II}$ signal is the ‘nonrephasing’ signal.

Because the spectra generated by Eq. (1.10) are complex valued, the contribution from each time interval will be composed of a real (absorptive) part and an imaginary (dispersive) part. Therefore, taking the real or imaginary part of a phase-matched signal will not give a purely absorptive contribution to the signal; resulting in phase-twist in the spectrum from the dispersive contributions, as can be seen in panels (a) and (b) of Fig. 1.2. The purely absorptive spectrum, $R_{\text{abs}}(\omega_3, \omega_1; t_2)$, is obtained by combining the rephasing, $R_I = R_{++-}$, and nonrephasing, $R_{II} = R_{+-+}$ responses

$$R_{\text{abs}}(\omega_3, \omega_1; t_2) \equiv \text{Im} \left[ \tilde{R}_I^{(3)}(\omega_3, -\omega_1; t_2) + \tilde{R}_{II}^{(3)}(\omega_3, \omega_1; t_2) \right].$$

By taking this combination of spectra the wings cancel, as seen in Fig. 1.2(c), making the peaks better resolved and line shapes more easily interpreted without the distortions caused by dispersive contributions to the signal.
Chapter 2

The Optimized Mean-Trajectory Approximation

In Chapter 1 an expression for the $n^{th}$ order vibrational response functions was derived and double-sided Feynman diagrams (2FDs) were introduced as a convenient tool for visualizing distinct contributions to the third order response function. These 2FDs are the starting point for the derivation of the optimized mean-trajectory (OMT) approximation which results from translating pairs of quantum mechanical 2FDs into semiclassical OMT diagrams. There are two key aspects to this derivation. First, the time-evolution of the density operator is approximated semiclassically by the evolution of a classical trajectory with quantized action values. Second, the response function is approximated as a sum of appropriately chosen four-point correlation functions evaluated along such classical trajectories. The identification of 2FDs with OMT diagrams relies on evaluating 2FDs in a harmonic approximation to the energy eigenstate basis and on the analogy between energy eigenstates in quantum mechanics and the invariant tori defined by the classical-mechanical action-angle variables, in cases where the latter can be defined. In analogy to free propagation in the energy basis interrupted by radiation-induced transitions between eigenstates in 2FDs, in OMT diagrams classical trajectories are propagated at quantized action values connected by jumps in action at constant angle representing radiation-matter interactions. Derivations below will be focused on the third order response function. It is a straightforward exercise to apply the approach to other orders.
2.1 One Degree of Freedom

Consider a quantum mechanical system consisting of a single degree of freedom described by Hamiltonian \( \hat{H} \) in terms of the coordinate and momentum operators, \( \hat{q} \) and \( \hat{p} \). This system can also be described by eigenstates of the Hamiltonian, \( |n\rangle \), with quantum number \( n \). The corresponding classical Hamiltonian is taken to be \( H \), defined as a function of the coordinate \( q \) and its conjugate momentum \( p \). For a single degree of freedom, action-angle variables, \( J \) and \( \phi \) are guaranteed to exist for which the conjugate momentum \( J \) is a constant of the motion and the angle \( \phi \) evolves linearly with time.

For such a system, the quantum mechanical response function in Eq. (1.10) with \( \hat{q}_c = \hat{q} \) can be described by eight 2FDs evaluated in the energy eigenstate basis with harmonic selection rules. These eight diagrams correspond to the contributions to the system response obtained by expanding the three commutators in Eq. (1.10).

The final interaction with the field is taken to cause deexcitation of the ket aspect of the density operator. These eight diagrams are shown in Fig. 2.1 for the signal associated with wavevectors (a) \( k_1 = -k_1 + k_2 + k_3 \), (b) \( k_{II} = k_1 - k_2 + k_3 \) and (c) \( k_{III} = k_1 + k_2 - k_3 \). These 2FDs can be associated into pairs that undergo the same time evolution during the \( t_1, t_2 \) and \( t_3 \) time periods but that contribute to Eq. (1.10)
with different statistical weight. One such pair is boxed in Fig. 2.1(a). In addition to the density operator time propagation, each 2FD encodes a thermal average over a four-point correlation function that defines its contribution to the third order response function. For example, the contribution to the response function from the boxed pair of 2FDs in Fig. 2.1(a) is,

\[ \frac{i}{2\hbar^3} \text{Tr} \left\{ \hat{Q}_-(t_3 + t_2 + t_1)\hat{Q}_+(t_1) \left[ \hat{Q}_-, \hat{\rho} \right] \hat{Q}_+(t_2 + t_1) \right\}. \]  

(2.1)

The overall sign is determined by the expansion of the two outer commutators in Eq. (1.10). We will evaluate this pair of diagrams in the harmonic limit, with \( \hat{Q}_\sigma \) defined in terms of the boson creation and annihilation operators \( b^\dagger \) and \( b \) as \( \hat{Q}_- = \sqrt{\frac{2\hbar}{m\omega}} \hat{b} \) and \( \hat{Q}_+ = \sqrt{\frac{2\hbar}{m\omega}} \hat{b}^\dagger \). It should be emphasized that the nonlinear response function in Eq. (1.10) necessarily vanishes for a harmonic potential. However, each 2FD in Fig. 2.1, and each pair of diagrams undergoing the same evolution during each time interval, individually result in nonzero contribution. This permits the use of the harmonic limit of pairs of 2FDs in our analysis. In the harmonic eigenstate basis, the matrix elements of the \( Q_\sigma \) operators are,

\[ \langle n | \hat{Q}_-(t) | n' \rangle = \sqrt{\frac{2n'\hbar}{m\omega}} e^{-i\omega_{n,n'}t} \delta_{n+1,n'} \]  

(2.2a)

\[ \langle n | \hat{Q}_+(t) | n' \rangle = \sqrt{\frac{2n\hbar}{m\omega}} e^{i\omega_{n,n'}t} \delta_{n,n'+1} \]  

(2.2b)

Although we are evaluating Eq. (2.1) in a harmonic limit, the frequencies \( \omega_{n,n'} \equiv (E_n - E_{n'}) / \hbar \) are left in a general form. Evaluating Eq. (2.1) with the harmonic selection rules in Eq. (2.2) results in the contribution to the response function,

\[ -\frac{i}{4m^2\omega^2\hbar} \sum_{n=0}^{\infty} (\rho_{nn} - \rho_{n+1,n+1}) (n + 1)^2 e^{i\omega_{n+1,n}(t_1 - t_3)}. \]  

(2.3)

The difference of density operator matrix elements results from including the two 2FDs through the commutator in Eq. (2.1).
We define the OMT approximation so that the signal from each such pair of 2FDs is reproduced in the harmonic limit. The OMT approximation for the contribution to the quantum mechanical response function in Eq. (2.1) is,

\[
\frac{-i}{2\hbar^5} \int dz_1 \int dz_2 \int dz_3 \Delta F(z_1) \Gamma(z_1) \Delta_{1+} \Delta_{2-} \delta(\phi_2 - \phi_1(t_1)) \delta(\phi_3 - \phi_2(t_2)) \\
\times Q_-(z_1)Q_+(z_1(t_1))Q_+(z_3)Q_-(z_3(t_3)),
\]

(2.4)

with,

\[
\Delta F(z) \equiv F(z)|_{J \rightarrow J - \hbar/2} - F(z)|_{J \rightarrow J + \hbar/2},
\]

(2.5)

\[
F(z) \equiv \frac{e^{-\beta H(z)}}{\int dz' e^{-\beta H(z')} \hbar \sum_{n=0}^\infty \delta(J - (n + 1/2) \hbar)},
\]

(2.6)

\[
\Gamma(z) \equiv \hbar \sum_{n=1}^{\infty} \delta(J - nh),
\]

(2.7)

\[
\Delta_{\tau \pm} \equiv \hbar \delta(J_{\tau + 1} - (J_{\tau} \pm \hbar/2)),
\]

(2.8)

\[
Q_{\pm}(z(t)) \equiv q(t) \mp ip(t)/(m\omega).
\]

(2.9)

Although Eq. (2.4) is given explicitly as an integration over three two-dimensional phase space variables, the delta functions in angle in Eq. (2.4) and action in Eq. (2.8) reduce the evaluation of Eq. (2.4) to a numerical integration over the initial phase space variables, \(z_1\). The evaluation is further reduced to a sum over the initial action \(J_1\) by the factor \(\Gamma(z)\) defined in Eq. (2.7). These delta functions allow for Eq. (2.4) to be interpreted as the result of evaluating a semiclassical OMT diagram that includes an average over initial conditions \(J_1\) and \(\phi_1\) in the same sense that Eq. (2.1) is the result of evaluating the boxed pair of 2FDs in Fig. (2.1)(a). The pair of 2FDs are described by a single OMT diagram through the difference of the renormalized classical distributions in the factor \(\Delta F\), defined in Eq. (2.5), analogous to the difference in density operator matrix elements in Eq. (2.3). In the harmonic limit, \(\Delta F(z_1) = \hbar^{-1} (\rho_{nn} - \rho_{n+1,n+1})\) due to the action quantization conditions in Eqs. (2.7) and (2.5) and the renormalization of
the classical distribution in Eq. (2.6). OMT diagrams consist of two parts. The first is an underlying path, defined by the delta functions in Eqs. (2.4), (2.7) and (2.8), which approximates the evolution of the density operator by the evolution of linked classical trajectories with discrete action values. The underlying OMT path ensures that the correct frequency dependences in Eq. (2.3) are obtained in the harmonic limit from evaluating the factors $Q_\sigma$, defined in Eq. (2.9). The second part of each OMT diagram is the four factors of $Q_\sigma$ evaluated along the path whose placement generate the correct factor, $(n+1)^2$, in Eq. (2.3). In the remainder of this section the equivalence of Eq. (2.1) and Eq. (2.4) in the harmonic limit will be demonstrated and the general correspondence between pairs of 2FDs and OMT diagrams made explicit.

The evolution of the density operator $|n_l\rangle \langle n_r|$ in a 2FD is approximated in the OMT method by a classical trajectory with action given by the mean action associated with the bra and ket aspects of the density operator in the harmonic limit. This action is obtained from the mean quantum number $\bar{n} \equiv (n_l + n_r)/2$ for a population ($n_l = n_r$) or coherence ($n_l \neq n_r$). The quantum mechanical and classical energies for a single harmonic degree of freedom are $E_n = (n+1/2)\hbar\omega$ and $E = J_\omega$, respectively. Therefore, the mean action corresponding to the average quantum number $\bar{n}$ is given by, $J(\bar{n}) \equiv (\bar{n} + 1/2)\hbar = (n_l + n_r + 1)\hbar/2$. Within this harmonic approximation, each interaction with the electric field will increase or decrease $n_l$ or $n_r$ by 1, corresponding to an increase or decrease in the action of the classical trajectory by $\hbar/2$. These jumps in action are controlled by the factors $\Delta_{\tau_\sigma}$ defined in Eq. (2.8). We take this interaction to leave the value of the angle variable unchanged as dictated by the delta functions in angle in Eq. (2.4). In this way, the quantum mechanical 2FDs are translated into OMT paths consisting of a series of classical trajectories linked by discrete jumps in action at constant angle,
In Fig. 2.2 the eight 2FDs contributing to the rephasing signal, $R_{++-}^{(3)}$, are shown. For clarity, the evolution of the density operator is explicitly given in the energy basis with harmonic selection rules. To the right of each pair of 2FDs is the corresponding OMT path. To illustrate the correspondence between 2FDs and OMT paths, consider the 2FDs that generate the signal in Eq. (2.1) shown in Fig. 2.2(a). One of these 2FDs begins with the density operator $|n\rangle \langle n|$ and the other with $|n+1\rangle \langle n+1|$. The mean quantum numbers for these populations are $\bar{n} = n$ and $\bar{n} = n + 1$, respectively, corresponding to initial actions $J_0 = (n + 1/2)\hbar$ and $J_0 = (n + 3/2)\hbar$. In both diagrams, the first interaction with the electric field at time 0 produces the coherence $|n\rangle \langle n+1|$, with $\bar{n} = n + 1/2$, corresponding to action $J_1 = (n + 1)\hbar$. The second interaction at time $t_1 + t_2$ yields the population $|n+1\rangle \langle n+1|$ with $\bar{n} = n + 1$ and corresponding action $J_2 = (n + 3/2)\hbar$. The third interaction produces the coherence $|n+1\rangle \langle n|$ with $\bar{n} = n + 1/2$ and action $J_3 = J_1$. The final interaction returns the density operator to a population, $|n\rangle \langle n|$, as required by the trace in Eq. (1.10), corresponding to action $J_4 = (n + 1/2)\hbar$. In each OMT path in Fig. 2.2 two possible initial interactions with the field are shown as two dashed vertical lines, one increasing and the other decreasing the
action. These correspond to transitions from the two initial actions $J_0$, that are associated with the left and right 2FDs, with an initial increase and decrease in quantum number, respectively. Following the initial interaction, the OMT path in Fig. 2.2(a) indicates classical propagation at action $J_1$ for time $t_1$ by a horizontal solid line. The second interaction with the field at time $t_1$ increases the oscillator’s action by $\hbar/2$ to $J_2$ and is followed by propagation for time $t_2$ at this action. The third dashed vertical line decreases the action by $\hbar/2$ to $J_3$ indicating deexcitation at time $t_1 + t_2$ in the 2FDs, and is followed by propagation for time $t_3$. The final dashed vertical line decreases the action by $\hbar/2$ to $J_4$. This analysis can be applied to the remaining three pairs of 2FDs in Fig. 2.2 to obtain the OMT path in each panel. Although Fig. 2.2 explicitly shows 2FDs contributing to the rephasing signal, increasing or decreasing the quantum number with each radiation-matter interaction will translate to a corresponding increase or decrease in action in an OMT diagram, regardless of the phase-matched direction. Therefore, the OMT paths in Fig. 2.2 show the four possible combinations of field interactions and consequently describe the contribution to the response function in each phase-matched direction. This approximation of the density operator evolution will result in the correct frequency dependence of the system response in the harmonic limit as discussed below in connection with Eqs. (2.14) and (2.17).

In addition to the path, which approximates the density operator time evolution, OMT diagrams encode a four-point correlation function involving the classical functions corresponding to the quantum mechanical operators, $\hat{Q}_\sigma$. These classical functions are defined in Eq. (2.9). The factors of $Q_\sigma$ correspond to the four interactions with the electric field at times $0, t_1, t_1 + t_2$ and $t_1 + t_2 + t_3$, as in Eq. (2.1) for the quantum mechanical response. The factors of $Q_\sigma(t)$ are defined so that, in the harmonic limit, the quantum mechanical result in Eq. (2.1) is recovered.
For a harmonic oscillator these factors can be written as a function of action-angle variables as,

$$Q_{\pm}(t) = \sqrt{\frac{2J}{m\omega}} \exp(\pm i\phi(t)).$$

(2.10)

with action $J$ and angle $\phi(t) = \omega t + \phi_0$. In this limit, correspondence with the quantum result is achieved by evaluating the classical factors in Eq. (2.10) at the action corresponding to the larger of the two quantum numbers being transitioned between in each interaction with the field. It is important to note that this is distinct from evaluating these factors at the action corresponding to the larger of the two average quantum numbers transitioned between in the OMT path. Furthermore, this choice will not affect the time evolution of the angle, $\phi(t)$, which is determined by the underlying path. Evaluating these factors at the action associated with the larger of the two quantum numbers transitioned between in a 2FD will result in all factors of $Q_{\sigma}$ being evaluated at integer multiples of $\hbar$, corresponding to the factors of $n'$ and $n$ in the square roots of Eq. (2.2).

In Fig. 2.3 this selection of points is illustrated for the pairs of 2FDs associated with wavevector $k_I$ in column (i) and wavevector $k_{III}$ in column (ii). The 2FDs in this figure are drawn to emphasize the bra and ket aspects of the density operator with harmonic selection rules. The corresponding OMT diagrams are shown adjacent to each pair of 2FDs. Figure 2.3(ai) shows the OMT diagram corresponding to the signal in Eq. (2.4). In both 2FDs in this panel the first interaction with the field causes a transition between states defined by quantum numbers $n$ and $n + 1$ for either the ket or bra aspect of the density operator. This corresponds to the factor $Q_-$ at time 0 being evaluated at action $J_1 = (n + 1)\hbar$, represented by the red dot at the start of the first trajectory in the OMT diagram in Fig. 2.3(ai). The second interaction also causes a transition between states represented by quantum numbers $n$ and $n + 1$ in both 2FDs, corresponding to evaluating $Q_+$ at time $t_1$ at
action \((n + 1)\hbar\), represented by the red dot at the end of the first classical trajectory in the OMT diagram. Similarly, the final two interactions cause transitions between the states represented by quantum numbers \(n\) and \(n + 1\) so that the factors of \(Q_\sigma\) associated with these times are each evaluated at \(J_3 = J_1 = (n + 1)\hbar\), as shown by the red dots at the start and end of the third trajectory in the OMT diagram. The dot placements in Fig. 2.3(ai) are indicated by the arguments of the \(Q_\sigma\) factors in the term \(Q_-(z_1)Q_+(z_1(t_1))Q_+(z_3(t_3))Q_-(z_3)\) in Eq. (2.4). The OMT diagrams in each panel of Fig. 2.3 are generated in this manner. The first radiation-matter interaction can always be taken to either cause a population with \(\bar{n} = n\) to undergo absorption or with \(\bar{n} = n + 1\) to undergo stimulated emission, generating a coherence with \(\bar{n} = n + 1/2\), Therefore, the factor of \(Q_\sigma\) at time 0 in each OMT path is evaluated at action \(J_1 = (\bar{n} + 1/2)\hbar = (n + 1)\hbar\) for both 2FDs in
a given pair. This ensures that these pairs of 2FDs can be represented by a single OMT diagram.

The 2FDs in column (i) of Fig. 2.3 have the same average quantum number during each time interval as those in the corresponding panel of column (ii). This results in the OMT diagrams in each row having the same underlying OMT path. However, the quantum numbers transitioned between in each interaction are not the same, so that the factors of $Q_\sigma$ in the two OMT diagrams in each row are evaluated at distinct action values. For example in Fig. 2.3(aii), the interactions with the field at time $t_1$ and $t_1 + t_2$ cause transitions between states with the quantum numbers $n + 1$ and $n + 2$, and not $n$ and $n + 1$ as in the 2FDs in (ai). These transitions correspond to the factors $Q_+$ and $Q_-$, evaluated at times $t_1$ and $t_1 + t_2$, respectively, each being evaluated at action $J_2 + \hbar/2$, as illustrated by the red dots at these times in the OMT diagram in Fig. 2.3(aii). Unlike the OMT diagrams in column (i) of Fig. 2.3, in column (ii) the $Q_\sigma$ factors are evaluated at actions not associated with the path itself. This is characteristic of paths propagated in a two-quantum coherence. The distinction of dot placement in column (i) and (ii) for rows (a), (b) and (d) are small. As a result of the factorization of the action and angle dependence of the $Q_\sigma$ factors in Eq. (2.10), the dot placements in (b) and (d) result in identical evaluation in the harmonic limit. However, using the dot placement in (ai) to evaluate the signal represented in (aii) would result in an underestimation of this diagrams contribution by $(1 + \hbar/(2J_1))^{-1}$. The discrepancy that would result from evaluating the signal in (cii) according to the dot placement in (ci) is the most severe. For $n = 0$, Fig. 2.3(cii) does not contribute to the response function, as this sequence of interactions would require emission from the ground state. The diagram in panel (ci), however, contributes for $n = 0$. The specification of these correlation points is an important deviation from the MT method,\textsuperscript{63–65}
as discussed in Appendix B, and allows waiting time dynamics of two-quantum
cohereces to be successfully computed with the OMT approximation.

Evaluating the OMT diagram in Fig. 2.3(ai) according to the expression in
Eq. (2.4) with the harmonic approximation of Eq. (2.10) gives,
\[
-i \frac{4m^2\omega^2}{2} \sum_{n=0}^{\infty} \Delta F(z_1)(n+1)^2 e^{i(\phi_1(t_1)-\phi_1)} e^{-i(\phi_3(t_3)-\phi_3)}.
\tag{2.11}
\]
The sum over \(n\) is shifted in Eq. (2.11) for comparison with Eq. (2.3). The
integration over \(\phi_1\) was performed analytically since, in the harmonic limit,
\(\phi_1(t_1) - \phi_1 = \phi_3(t_3) - \phi_3 = \omega t\), so that the integrand has no functional depen-
dence on \(\phi_1\). Also, there is no \(t_2\) dependence in either Eq. (2.3) or Eq. (2.11)
because within the harmonic approximation this model does not include dynamics
for a population. The dependences on \(t_1\) and \(t_3\) in the quantum and semiclassical
expressions are equal in the event that the quantum frequency associated with a
one-quantum coherence and the time dependence of the classical angle variable are
related by \(\omega_{n+1,n} t = \phi_r(t) - \phi_r\) with
\[
\phi_r = \phi_0 + \omega(J)t, \tag{2.12}
\]
\[
\omega(J) \equiv \frac{dH(J)}{dJ}. \tag{2.13}
\]
Making the substitution \(\bar{n} = n + 1/2\) to account for propagating the classical
trajectories at the mean action variable, the time dependences are identical if
\[
\frac{E_{\bar{n}+1/2} - E_{\bar{n}-1/2}}{\hbar} = \frac{dH(J)}{dJ}\bigg|_{J=(\bar{n}+1/2)\hbar}.
\tag{2.14}
\]
The equality in Eq. (2.14) holds exactly for a harmonic oscillator. For an anhar-
monic oscillator, the quantum energy \(E_n\) can be expanded in a power series in
\(n + 1/2\) and the classical energy \(H(J)\) can correspondingly be expanded in pow-
ers of \(J\). The equality in Eq. (2.14) also holds for a Morse potential with energy
quadratic in \(J\). For a general anharmonic system, Eq. (2.14) is approximate. This
demonstrates that for the choice of action values used to propagate trajectories in the OMT approximation, the frequencies of one-quantum coherences in 2FDs are exactly reproduced for a harmonic oscillator and approximately reproduced to higher order. This ensures that Eq. (2.1) and Eq. (2.4) evaluate to the same result in the harmonic limit. In the $k_{\text{III}}$ phase-matched direction, two-quantum coherences are propagated during the waiting time as in the 2FDs in column (ii) of Fig. 2.3. The correspondence between 2FDs and OMT diagrams in the harmonic limit also holds for these diagrams. For example, evaluating the 2FDs in Fig. 2.3(aii) in the harmonic limit results in the contribution to the system response,

$$-rac{i}{4m^2\omega^2\hbar} \sum_{n=0}^{\infty} (\rho_{nn} - \rho_{n+1,n+1}) (n+1)(n+2)e^{-i\omega_{n+1,n}(t_1+t_3)} e^{-i\omega_{n+2,n}t_2}, \quad (2.15)$$

with the corresponding OMT diagram evaluation,

$$-rac{i}{4m^2\omega^2\hbar} \sum_{n=0}^{\infty} \Delta F(z_1)(n+1)(n+2)e^{-i(\phi_1(t_1)-\phi_1)}e^{-2i(\phi_2(t_2)-\phi_2)}e^{-i(\phi_3(t_3)-\phi_3)}. \quad (2.16)$$

Although Eqs. (2.15) and (2.16) are derived within a harmonic approximation the frequency dependences in each equation are left in a more general form to allow for an approximate comparison of the quantum mechanical and OMT results for an anharmonic oscillator. The evolution of frequencies associated with one-quantum coherences in Eq. (2.15) during the $t_1$ and $t_3$ time periods are reproduced by the OMT result in Eq. (2.16), as evident from Eq. (2.14). Equations (2.15) and (2.16) will therefore be equivalent if these expressions have the same frequency dependence during $t_2$,

$$\frac{E_{\bar{n}+1} - E_{\bar{n}-1}}{\hbar} = 2 \frac{dH(J)}{dJ} \bigg|_{J=(\bar{n}+1)\hbar}. \quad (2.17)$$

This equality is exact for a harmonic potential and is approximate for an anharmonic potential. This demonstrates that OMT diagrams reproduce the results of
Figure 2.4: OMT diagrams for one degree of freedom. Diagrams in (a) are associated with signals undergoing population dynamics during the waiting time, such as in the signal associated with the $k_I$ and $k_{II}$ wavevectors. Diagrams in (b) are associated with signals characterized by two-quantum coherences during the waiting time, such as the signal associated with wavevector $k_{III}$.

The complete set of OMT diagrams for a single degree of freedom are presented in Fig. 2.4. Expanding the three commutators in Eq. (1.10) for any phase-matching condition yields eight terms, each of which is represented by a 2FD. These eight 2FD associate in pairs to produce four OMT diagrams. There are two distinct sets of OMT diagrams, distinguished by whether they represent populations during the waiting time, as in Fig. 2.4(a), or coherences during the waiting time, as in Fig. 2.4(b). The final and initial interactions with the field are not shown, since they do not effect the evaluation of the diagrams. The OMT approximation for the third order response function generated by these diagrams is,

$$R^{(3)}_{\gamma\beta\alpha}(t_3, t_2, t_1) = \frac{i}{24\hbar^5} \sum_{d=1}^{4} \epsilon_d \int dz_1 \int dz_2 \int dz_3 \Delta F(z_1) \Gamma(z_1) \Delta_{1\sigma_d} \Delta_{2\sigma_d'} $$

$$\times \delta (\phi_2 - \phi_1(t_1)) \delta (\phi_3 - \phi_2(t_2)) Q_\alpha(z_1) Q_\beta(z_d') Q_\gamma(z_d'' \sigma_d) Q_\delta(z_3(t_3)). \quad (2.18)$$

The index $d$ labels the four semiclassical diagrams in either (a) or (b) of Fig. 2.4. The overall sign $\epsilon_d$ results from expanding the two outermost commutators in
Eq. (1.10). For the diagrams in Fig. 2.4 with the interactions at time $t_1$ and $t_1+t_2$ causing opposite change in the oscillators action, $\epsilon_d = -1$, as in the first column of each panel. For diagrams with these interactions causing the same change in action, as in the second column in each panel, $\epsilon_d = 1$. The factor of $\Delta F(z_1)$ includes contributions from two 2FDs in a single OMT diagram. The factors $\Gamma(z_1)$ and $\Delta_{\tau\sigma_d}$ are delta functions in action variables defined in Eqs. (2.7) and Eq. (2.8). Together with the delta functions in angle in Eq. (2.18), these factors define the underlying path of the diagram $d$. The $Q_\sigma$ factors define the points along the path used to evaluate the response function. In all OMT diagrams, $Q_\alpha$ is evaluated at $z_1$ and $Q_\delta$ at $z_3(t_3)$, but the phase space points at which $Q_\beta$ and $Q_\gamma$ are evaluated, $z_1'$ and $z_1''$ respectively, vary according to diagram and phase-matched direction, as shown by the placement of red dots in Fig. 2.4. Although the OMT approximation was derived within a harmonic approximation to 2FDs, Eq. (2.18) can be applied to a general anharmonic potential. OMT diagrams are then evaluated in the good action-angle variables with numerically exact classical trajectories. This incorporates anharmonic effects into the OMT approximation as discussed in Chapter 3 and demonstrated in Chapters 4 and 5.

## 2.2 Multiple Degrees of Freedom

Within the quasiperiodic regime\textsuperscript{56,57} where action-angle variables can be defined, the OMT approximation for one oscillator, presented in Sec. 2.1, can be extended to a collection of $f$ coupled anharmonic vibrations described by the quantum mechanical Hamiltonian

$$
\hat{H} = \sum_{i=1}^{f} \hat{H}_i^{\text{HO}} + \sum_{i<j} c_{ij} \sqrt{m_i m_j} \omega_i \omega_j \hat{q}_i \hat{q}_j + V_{\text{anh}}(q) .
$$

(2.19)
The harmonic Hamiltonian for local mode $i$ with mass $m_i$ and angular frequency $\omega_i$ is denoted $\hat{H}^\text{HO}_i$. The second term in Eq. (2.19) defines bilinear coupling between the local modes and the third term contains all local mode anharmonicities and anharmonic couplings. By analogy to the $f = 1$ case, we construct OMT diagrams based on 2FDs in the harmonic limit which amounts to neglecting $V_{\text{anh}}(\hat{q})$ in Eq. (2.19). Normal mode coordinates $\{\hat{x}_j\}$ that are non-interacting within the harmonic approximation can then determined. The momentum operator for normal mode $j$ is denoted $\hat{p}_j$. OMT diagrams can then be constructed from 2FDs evaluated within this harmonic approximation to the Hamiltonian in Eq. (2.19) in the outer product basis of the normal mode eigenstates.

The chromophore coordinate $\hat{q}_c$ in Eq. (1.10) may be written as a linear combination of normal modes,

$$\hat{q}_c = \sum_{i=1}^{f} \kappa_{ci} \hat{x}_i. \quad (2.20)$$

For example, if local mode $a$ is taken to be the sole chromophore then $\hat{q}_c = \hat{q}_a$ and $\hat{q}_c = \sum_i \kappa_{ai} \hat{x}_i$, with $\kappa_{ji}$ generally defined by the expansion $\hat{q}_j = \sum_i \kappa_{ji} \hat{x}_i$. Similarly, if the chromophore is described by a collective coordinate, $\hat{q}_c = \sum_j \lambda_{cj} \hat{q}_j$, with $\hat{q}_j$ local mode coordinates of the Hamiltonian, then the factors $\kappa_{ci}$ in Eq. (2.20) are given by, $\kappa_{ci} = \sum_j \lambda_{cj} \kappa_{ji}$. A third possible model is to treat the normal modes as directly interacting with the electric field with relative strengths $\kappa_{ci}$. Generally, all of the coefficients $\{\kappa_{ci}\}_{i=1}^{f}$ may be nonzero, so that each radiation-matter interaction can excite or deexcite any of the $f$ normal modes. Therefore, in evaluating both 2FDs and OMT diagrams the identity of the normal mode involved in each interaction must be allowed to vary.

If all $f$ normal modes are non-negligibly coupled to the radiation, the four interactions in each 2FD generate $f^4$ combinations of normal mode interactions. If
we assume 2FDs not satisfying the trace in the harmonic limit contribute negligibility to the response function this number can be greatly reduced. To satisfy the trace in the harmonic limit it is necessary for an even number of interactions to occur with each interacting normal mode, therefore the $6f(f - 1)(f - 2)$ and $f(f - 1)(f - 2)(f - 3)$ combinations of normal mode interactions involving three or four distinct normal modes, respectively, are excluded from the calculation. This criterion also dictates that sequences involving two modes must have two interactions with each mode, excluding an additional $4f(f - 1)$ combinations. While having an even number of interactions with each mode is a necessary condition to satisfy the harmonic trace, it is not sufficient. Two of the six orderings of two modes each interacting twice with the electric field do not satisfy the trace in the harmonic limit for each phase-matched direction, eliminating $f(f - 1)$ combinations of normal mode interactions. This non-trace-satisfying ordering corresponds to both interactions with each normal mode occurring with the same phase. For example, taking two interactions to be with mode $r$ and two with mode $s$, and the interaction at time 0 to be with mode $r$, $rssr$ is a non-trace-satisfying ordering for the signal associated with wavevector $-k_1 + k_2 + k_3$, since $\alpha = \delta = -$ and $\beta = \gamma = +$. Similarly, $rsrs$ is non-trace-satisfying for the signal associated with wavevector $k_1 - k_2 + k_3$, and $rrss$ is non-trace-satisfying for $k_1 + k_2 - k_3$. Therefore, of the $f^4$ possible sequences of interactions normal mode interactions only $2f^2 - f$ satisfy the harmonic trace condition in each phase-matched direction, of which $f$ possibilities involve all interactions with one mode and $2f(f - 1)$ involve interactions with two distinct modes.

Figure 2.5 shows one pair of 2FDs corresponding to three of the trace allowed sequences of normal mode interactions in the $k_1$ phase-matched direction for a system described by two normal modes, 1 and 2. The remaining three possible normal
Figure 2.5: Pairs of 2FDs with different sequences of mode interactions contributing to the $k_I$ phase-matched direction are shown with their corresponding OMT diagrams. Diagrams are drawn to emphasize sequences of mode interactions for $f = 2$. All interactions occur with mode 1 in the diagrams in panel (a). Diagrams corresponding to the two trace-allowed orderings with two interacting modes with $\zeta_0 = 1$ are shown in (b) and (c), respectively.

Mode sequences are obtained by switching the identities of modes $r$ and $s$ in each panel. For each sequence of normal mode interactions, $\zeta$, we take the interacting mode at time 0, $t_1$, $t_1 + t_2$ and $t_1 + t_2 + t_3$ to be $\zeta_0$, $\zeta_1$, $\zeta_2$, and $\zeta_3$, respectively. For example in panel (a) $r = \zeta_0 = \zeta_1 = \zeta_2 = \zeta_3 = 1$, while in (b) $r = \zeta_0 = \zeta_1 = 1$ and $s = \zeta_2 = \zeta_3 = 2$. The 2FDs in Fig. 2.5 are drawn to emphasize the density operator time evolution with harmonic selection rules. The correspondence between the quantum and semiclassical diagrams is a straightforward generalization of the $f = 1$ case described in Section 2.1. In the harmonic limit, each normal mode evolves independently, so that the quantum evolution of the density operator $|n_{t1}, n_{t2}, \cdots \rangle \langle n_{r1}, n_{r2}, \cdots |$ is represented by a classical trajectory in which the action of each normal mode $j$ is $(n_{ij} + n_{rj} + 1)\hbar/2$. An interaction with mode $\zeta$ causes an $\hbar/2$ jump in this mode’s action, with all of the mode’s angles and all other mode’s actions held fixed. The four-point correlation function involves factors of $x_\tau^r(t) + ip_\tau^r(t)/(m_\zeta\omega_\zeta)$, with $x$ and $p$ the classical coordinate and momenta.
corresponding to \( \dot{x} \) and \( \dot{p} \). These factors are evaluated at the action corresponding to the larger of the two quantum numbers being transitioned between, as for the single mode case.

In Fig. 2.5(a) 2FDs are shown with all interactions occurring with mode 1. This sequence of interactions corresponds to an initial increase or decrease in action of mode 1, followed by propagation for time \( t_1 \) at actions \( J_1^1 = (n + 1)\hbar \omega_1 \) and \( J_1^2 = (m + 1/2)\hbar \omega_2 \). Following this propagation, a second interaction with the field causes the action of mode 1 to increase by \( \hbar/2 \). The system is the propagated for time \( t_2 \) with \( J_2^1 = (n + 3/2)\hbar \omega_1 \) and \( J_2^2 = (m + 1/2)\hbar \omega_2 \). Then the action of mode 1 decreases by \( \hbar/2 \) at time \( t_1 + t_2 \), to \((n + 1)\hbar \omega_1\), so that trajectory 3 is propagated with \( J_3^1 = (n + 1)\hbar \omega_1 \) and \( J_3^2 = (m + 1/2)\hbar \omega_2 \). The final interaction returns mode 1 to a population. These 2FDs correspond to the OMT diagram to the right in Fig. 2.5(a). This diagram consists of two fragments which correspond to the time evolution of mode 1 and mode 2. Because all of the interactions occur with mode 1, the action of mode 2 is continuous. Henceforth, fragments of OMT diagrams corresponding to modes not directly interacting with the field are not shown. The evaluation of the four-point correlation function is indicated by red dots along the mode 1 fragment of the OMT diagram. In panels (b) and (c) both modes interact with the field directly, so that both fragments in the OMT diagram have action jumps and are involved in the evaluation of the response function. Factors of \( x_\gamma^2(t) + i p_\gamma^2(t)/(m_2 \omega_2) \) evaluated in computing the response function are indicated by blue dots along the second trajectory fragment, which represents the evolution of mode 2.

The full OMT approximation to \( R_{\gamma\beta\alpha}^{(3)} \) for \( f \) degrees of freedom is

\[
R_{\gamma\beta\alpha}^{(3)}(t_3, t_2, t_1) = \sum_{r=1}^{f} \kappa^4_{cr} \rho_{\gamma\beta\alpha}^r(t_3, t_2, t_1) + \sum_{r=1}^{f} \sum_{s \neq r} \kappa^2_{cr} \kappa^2_{cs} \rho^\zeta_{\gamma\beta\alpha}(t_3, t_2, t_1). \tag{2.21}
\]
Figure 2.6: OMT diagrams for a general multidimensional system are shown. For each phase-matched direction either diagrams in panel (ai) or (aii) contribute. Additionally, two of the panels (b), (c) and (d) contribute. The time evolution of interacting modes are shown in each OMT diagram; all other modes are taken to evolve continuously in time.

This calculation is represented by the OMT diagrams in Fig. 2.6. The first sum in Eq. (2.21) contains contributions from diagrams with all interactions occurring with the same normal mode, \( r \), such as the OMT diagrams in panels (ai) and (aii) of Fig. 2.6. The second sum in Eq. (2.21) contains contributions from OMT diagrams with interactions occurring with two normal modes, \( r \) and \( s \), such as in panels (b)-(d) of Fig. 2.6. The label \( \zeta \) denotes the trace allowed sequences of interactions in each phase-matched direction, which are represented by two of the panels (b)-(d). In Fig. 2.6 all modes not interacting directly with the field are propagated at constant action equal to a half-odd-integer multiple of \( \hbar \) for the
entire time interval $t_1 + t_2 + t_3$. The initial actions of all modes are independently varied so that the relative vertical positions of the red and blue OMT diagram fragments have no significance in Fig. 2.6. The contribution to Eq. (2.21) from processes in which all interactions occur with a single normal mode $r$ is

$$\rho_{\gamma \beta \alpha}^{r}(t_3, t_2, t_1) = \frac{i}{2! h^{2f+3}} \sum_{d=1}^{4} \epsilon_d \int dz_1 \int dz_2 \int dz_3 \Delta F^r(z_1) \Gamma^r(z_1) \Delta^r_{1\sigma_d} \Delta^r_{2\sigma_d}$$

$$\times \delta(\phi_2 - \phi_1(t_1)) \delta(\phi_3 - \phi_2(t_2)) Q^r_{\alpha}(z_1) Q^r_{\beta}(z_2) Q^r_{\gamma}(z_3) Q^r_{\delta}(z_3(t_3)),$$  (2.22)

$$\Delta F^r(z_r) \equiv F(z_r)\mid_{J_r^r - J_r^r; -h/2} - F(z_r)\mid_{J_r^r + h/2},$$  (2.23)

$$F(z_r) \equiv \int dze^{-\beta H(z_r)} \prod_{r=1}^{f} \sum_{n_r=0}^{\infty} \delta \left( J^r_r - (n_r + 1/2) \hbar \right)$$

$$\Gamma^r(z_r) \equiv h \int \prod_{n_r=1}^{\infty} \delta \left( J^r_r - n_r \hbar \right) \prod_{s \neq r} \sum_{n_s=0}^{\infty} \delta \left( J^s_r - (n_s + 1/2) \hbar \right),$$  (2.25)

$$\Delta^r_{r \pm} \equiv h \int \delta \left( J^r_{r^\pm \hbar/2} - (J^r_{r^\pm} + \hbar/2) \right) \prod_{s \neq r} \delta \left( J^s_{r^\pm} - J^s_r \right),$$  (2.26)

$$Q^r_{\pm}(z_r(t)) \equiv x^r_r(t) \mp ip^r_r(t)/(m_r \omega_r).$$  (2.27)

In Eq. (2.22), each contribution to the response function is expressed as an integration over three 2f-dimensional phase space variables $z_\tau$ with $\tau = 1, 2, 3$. In the OMT diagrams of Fig. 2.6 $z_\tau$ represents the initial condition of the trajectory $\tau$ evolved for time $t_\tau$. The index $d$ labels the four semiclassical paths in which radiation interacts with a single mode, presented in Fig. 2.6(ai) and (aii). Whether the sum is over the diagrams in (ai) or (aii) is determined by the phase-matched direction as discussed in connection with Fig. 2.4 for $f = 1$. The factor $\Gamma^r$ in Eq. (2.25) ensures the action of each mode is properly quantized following the first interaction with radiation. Mode $r$, which interacts with radiation at time 0, has an action $J^r_1$ quantized to an integral multiple of $\hbar$, while the other modes not interacting with radiation have actions quantized to a half-odd-integer multiple of $\hbar$. The factors $\delta(\phi_j - \phi_i)$ in Eq. (2.22) ensure that angle variables for each mode are unchanged.
after each radiation-matter interaction, while the factors $\Delta r_{\tau \pm}$ in Eq. (2.26) constrain the action of the mode interacting with radiation to increase or decrease by $\hbar/2$ after trajectory $\tau$, with the action of all non-interacting modes unchanged. The statistical weight of each diagram is determined by the renormalized classical equilibrium distribution function, $F$ in Eq. (2.32), the multimode generalization of the corresponding quantity in Eq. (2.5). This function is evaluated at the two states prior to the first interaction with the field. The actions of these states are obtained by replacing the interacting mode’s action, $J^r_1$, in $J_1$ with $J^r_1 \pm \hbar/2$ and the angle values are the same as after the first field interaction. The total weight is given by adding the contributions of these two terms as in Eq. (2.23), where the terms have opposite sign due to the innermost commutator in Eq. (1.10). In Eq. (2.22), $\epsilon_d$ is an overall sign arising from the remaining commutators. As for $f = 1$, for diagrams with the $t_1$ and $t_1 + t_2$ action jumps occurring with different sign, $\epsilon_d = -1$, while $\epsilon_d = 1$ for the diagrams with both jumps causing either an increase or decrease in action. The classical states $z'_d$ and $z''_d$ in Eq. (2.22) are determined by the diagram $d$, and are designated by the placement of the dots at times $t_1$ and $t_1 + t_2$ in each diagram. For example, in the first upper left path in Fig. 2.6(ai), $z'_d = z_1(t_1)$ and $z''_d = z_3$. For $f = 1$, Eq. (2.21) is represented by a single term of Eq. (2.22) which reduces to the expression for the third order response function in Eq. (2.18).

The expression in Eq. (2.21) also includes contributions from processes in which the radiation interacts twice with mode $r$ (labeled red in Fig. 2.6) and twice with mode $s$ (labeled blue in Fig. 2.6),

$$
\rho_{\gamma \beta \alpha}(t_3, t_2, t_1) = \frac{i}{24 \hbar^2 f^2 + 3} \sum_{d=1}^{4} \epsilon_d \int dz_1 \int dz_2 \int dz_3 \Delta F(z_1) \Delta \Gamma(z_1) \Delta^{\gamma \beta}(z'_d) \Delta^{\alpha \delta}(z''_d) \times \delta(\phi_2 - \phi_1(t_1)) \delta(\phi_3 - \phi_2(t_2)) Q^\gamma_\alpha(z_1) Q^\beta_\beta(z'_d) Q^\alpha_\gamma(z''_d) Q^\delta_\delta(z_3(t_3)).
$$

(2.28)
In the factors $\Delta_{j_\sigma}^{\zeta_1}$ and $Q_{\sigma}^{\zeta_2}$ the identity of the mode $\zeta_r$ interacting with radiation, $r$ or $s$, is determined by the sequence of mode interactions, $\zeta$. For example, in the second semiclassical path in panel (a) of Fig. 2.6, these path-dependent factors are \[ \Delta_{1+} \Delta_{2-} Q_{-}(z_1) Q_{+}(z_1(t_1)) Q_{+}(z_3) Q_{-}(z_3(t_3)). \] Equations (2.21)-(2.28) present the OMT approximation to the phase-matched third order vibrational response function for coupled vibrations.

As for a single degree of freedom, OMT diagrams in the multimode case are evaluated using classical trajectories for the full anharmonic Hamiltonian with quantization rules applied to the good action variables or approximations to these variables, thereby including anharmonic effects, as discussed in Chapter 3. This approach relies on each action variable being unambiguously associated with one normal mode. This is possible if the anharmonic couplings between normal modes in the full Hamiltonian are sufficiently small so that the transformation to good action-angle variables is well approximated by perturbation theory in anharmonicity, as briefly reviewed in Appendix A. Double-sided Feynman diagrams, and therefore their corresponding OMT diagrams, can be associated with distinct physical processes. This aids in the interpretation of 2D spectra and allows for simplification of the OMT calculation of the response function for systems with multiple degrees of freedom when only certain physical processes or spectral peaks are of interest. The number of OMT diagrams may be reduced, for example, by neglecting diagrams with jumps in normal modes that are weakly coupled to the electric field as contributions from these diagrams to Eq. (2.21) scale as either $\kappa_{cr}^2$ or $\kappa_{cr}^4$. 
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2.2.1 OMT Approximation with Energy Transfer

The OMT diagrams in Fig. 2.6 are semiclassical representations of quantum 2FDs evaluated in a basis of stationary states so that coherence and population transfer processes are not included in the structure of the diagrams. These 2FDs correspond to OMT diagrams evaluated with quantized values of good action variables. In practice, OMT diagrams are evaluated numerically using perturbative corrections to the action variables of the normal modes. For some anharmonic couplings, the classical modes may exchange an appreciable amount of energy. This exchange of energy corresponds to quantum coherence or population transfer in quantum mechanical 2FDs. To allow for the inclusion of these processes, we enlarge the collection of 2FDs, and therefore the set of associated OMT diagrams, that contribute to the third order response function.

Consider the Hamiltonian in Eq. (2.19), consisting of two near-resonant local chromophore modes $a$ and $b$ coupled to a bath of $N_B$ low frequency local bath modes. Suppressing anharmonicity in the local mode Hamiltonians $\hat{H}_a$ and $\hat{H}_b$ allows the construction of $f = N_B + 2$ normal modes with coordinates denoted $\hat{x}_j$. For an off-resonant bath, two normal modes are dominated by contributions from the local chromophore modes, with the remaining normal modes representing perturbed bath modes. We label the chromophore normal modes 1 and 2, with labels 3, \ldots, $f$ referring to bath normal modes. These normal modes are coupled by anharmonic terms in $\hat{H}_a$ and $\hat{H}_b$. For certain anharmonic couplings, 2FDs evaluated in this normal mode basis may show appreciable non-stationary state behavior.

Taking both normal modes 1 and 2 to interact with the electric field, 2FDs with coherence and population-coherence transfer that may contribute to the rephasing-
Figure 2.7: At left trace-satisfying 2FDs are shown with coherence transfer occurring during the $t_1$, $t_2$ and $t_3$ time periods in panels (a)-(c), respectively. Corresponding OMT diagrams are shown at right. These form a subset of the possible ‘child’ diagrams that can be generated from the non-trace-satisfying ‘parent’ diagram in (d) with all-forward time propagation.

ing signal for such a system are shown in Figs. 2.7(a)-(c). For clarity the bath mode quantum numbers are not specified and all 2FDs shown begin with both chromophore modes in the ground state. However, the OMT diagram shown to the right in each panel corresponds to a pair of 2FDs starting in a general initial state, as in previous sections. The OMT diagrams in Fig. 2.7 are obtained from 2FDs by applying the same rules used to generate the diagrams in Fig. 2.6 with the additional wavy vertical lines representing nonradiative energy transfer processes. Since the bath is assumed to be off-resonant, an increase in the energy of one chromophore mode is accompanied by a decrease in energy of the other chromophore. For example, in the 2FD in Fig. 2.7(a), at the start of the $t_1$ propagation period, mode 1 is in the coherence $|0\rangle\langle 1|$ and mode 2 is in the population $|0\rangle\langle 0|$, while by the end of this period, mode 1 is in the population $|0\rangle\langle 0|$ and mode 2 is in the
coherence $|0\rangle\langle 1|$. In the corresponding OMT diagram in Fig. 2.7(a), this coherence transfer process is represented by the transfer of energy between two classical oscillators during the $t_1$ period. The action of mode 1 decreases by $\hbar/2$ and the action of mode 2 increases by this amount. In the general case, energy can be exchanged between any two oscillators in the system, including those not interacting with the radiation in a given diagram. The 2FDs in Figs. 2.7(b) and 2.7(c) include similar population-coherence and coherence transfer processes during the $t_2$ and $t_3$ propagation periods, respectively, and these processes are represented in the associated semiclassical diagrams as energy transfer between classical oscillators during the appropriate time intervals. The 2FDs in Figs. 2.7(a)-(c) are trace-satisfying and hence contribute to the response function, as should the corresponding OMT diagrams.

The diagrams in Fig. 2.7(a)-(c) cannot be directly incorporated into the OMT calculation since these diagrams are generated numerically only if specific dynamical processes occur. The inclusion of OMT diagrams such as those in Figs. 2.7(a)-(c) is instead based on consideration of non-trace-satisfying ‘parent’ diagrams that do not explicitly include energy transfer processes, such as the diagram in Fig. 2.7(d). The 2FD in Fig. 2.7(d) does not satisfy the trace and hence does not contribute to $R^{(3)}$. The OMT diagram in Fig. 2.7(d), if evaluated in the harmonic limit, would similarly vanish as a consequence of integration over angle variables. However, if in evaluating the OMT diagram in Fig. 2.7(d) mode 1 were found to have transferred energy to mode 2 during the $t_1$ evolution period, the result would be the sequence of events represented by the OMT diagram in 2.7(a). Similarly, energy transfer between modes 1 and 2 during the $t_2$ or $t_3$ trajectories in the OMT diagram in Fig. 2.7(d) would yield the diagrams in Figs. 2.7(b) and 2.7(c), respectively. We will refer to the diagrams in Figs. 2.7(a)-(c) as ‘child’ diagrams of
the parent in Fig. 2.7(d). Including the diagram in Fig. 2.7(d) incorporates the processes shown in diagrams 2.7(a)-(c) into the OMT calculation through the use of full classical dynamics. The importance of processes such as those represented by the OMT diagrams in Figs. 2.7(a)-(c) to the response function is entirely determined by the extent to which the numerical classical trajectories of the coupled chromophores exhibit these processes.

For systems with energy transfer, the response function should be computed from all parent OMT diagrams generated from Eq. (1.10), including non-trace-satisfying diagrams excluded from the response function calculation in Eq. (2.21). This can be achieved by modifying the OMT approximation to the response function in Eq. (2.21) to include contributions from any sequence of normal mode interactions,

\[
R^{(3)}_{\gamma \beta \alpha}(t_3, t_2, t_1) = \sum_{r_j=1, \ldots, f} \kappa_{cr_0} \kappa_{cr_1} \kappa_{cr_2} \kappa_{cr_3} \rho^{r_0, r_1, r_2, r_3}_{\gamma \beta \alpha}(t_3, t_2, t_1). \tag{2.29}
\]

The indices \( r_0, r_1, r_2 \) and \( r_3 \) specify the normal mode interacting with the field at time 0, \( t_1 \), \( t_1 + t_2 \) and \( t_1 + t_2 + t_3 \), respectively. These indices are used rather than summing over \( \zeta \) as in Eq. (2.21) to emphasize that all possible combinations of normal mode interactions are included in Eq. (2.29), not just trace-satisfying combinations. For a general \( f \)-dimensional system there are therefore \( f^4 \) terms contributing to Eq. (2.29). The contribution from a given sequence of normal mode interactions is,

\[
\rho^{r_0, r_1, r_2, r_3}_{\gamma \beta \alpha}(t_3, t_2, t_1) = \frac{i}{2^4 \hbar^2 f^3} \sum_{d=1}^{4} \epsilon_d \int dz_1 \int dz_2 \int dz_3 \Delta F^{r_0}(z_1) \Gamma^{r_0}(z_1) \Delta^{r_1}_{\sigma_d} \Delta^{r_2}_{\sigma_d} \times \delta(\phi_2 - \phi_1(t_1)) \delta(\phi_3 - \phi_2(t_2)) Q^{r_0}_{\alpha}(z_1) Q^{r_1}_{\beta}(z'_d) Q^{r_2}_{\gamma}(z''_d) Q^{r_3}_{\delta}(z'''_d), \tag{2.30}
\]

\[
\Delta F^r(z) \equiv F(z) |_{J \rightarrow J-h/2} - F(z) |_{J \rightarrow J+h/2}, \tag{2.31}
\]

\[
F(z) \equiv \frac{e^{-\beta H(z)}}{\int dz' e^{-\beta H(z')} \prod_{s=1}^{f} \sum_{n_s=0}^{\infty} \frac{\hbar \delta \left( J^s - \left( n_s + \frac{1}{2} \right) \hbar \right)}{\prod_{s=1}^{f}}, \tag{2.32}
\]
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\[ \Gamma^r(z) \equiv \hbar \sum_{n_r=1}^{\infty} \delta (J^r - n_r \hbar) \prod_{s \neq r} \sum_{n_s=0}^{\infty} \delta \left( J^s - \left(n_s + \frac{1}{2}\right) \hbar \right), \]  

\[ \Delta^r_{\tau \pm} \equiv \hbar \delta \left( J^r_{\tau+1} - \left(J^r_\tau(t_\tau) \pm \frac{\hbar}{2}\right) \right) \prod_{s \neq r} \delta \left( J^s_{\tau+1} - J^s_\tau(t_\tau) \right), \]  

\[ Q^r_\pm(z_\tau(t)) \equiv x^r_\tau(t) \mp ip^r_\tau(t)/(m_r \omega_r). \]

The index \( d \) in Eq. (2.30) sums over semiclassical diagrams with four parent diagrams contributing to each term, corresponding to combinations of either increasing or decreasing the action at the second and third interactions with the field. Only combinations of these two interactions are considered since both initial interactions are included in a single diagram through the factor \( \Delta F^{\text{ro}} \) defined in Eq. (2.31), as discussed in connection with Eq. (2.23) in Sec. 2.2. Therefore, up to \( 4f^4 \) parent diagrams may contribute to Eq. (2.29). In Eq. (2.30) \( \epsilon_d \) is an overall sign arising from the remaining commutators, determined as discussed in connection with Eq. (2.22) in Sec. 3.3. The action of mode \( r \) is increased or decreased following trajectory \( \tau \) in the OMT path according to the subscripts \( \sigma \) in \( \Delta^r_{\tau \sigma} \), which can be either + or −, as defined in Eq. (2.34). Unlike in the corresponding factor without energy transfer, defined in Eq. (2.26), in Eq. (2.34) the final action values of each trajectory are explicitly given as functions of time, since the assumption that these actions are fixed has been relaxed. The arguments of \( Q^r_\sigma \) in Eq. (2.30) determine the four phase space points in the path required to compute the response function chosen according to the procedure described in Secs. 2.1 and 2.2. The arguments of these factors are determined not only by the parent diagram \( d \), but also by the specific dynamical processes that occur during time propagation. For example, the parent diagram in Fig. 2.7(d) indicates the evaluation, \( Q^1_-(z_1)Q^1_+(z_1(t_1))Q^2_+(z_3)Q^1_-(z_3(t_3)|_{J_1^3 \rightarrow J_1^3 - \hbar/2}) \), while its child diagram with energy transfer during the \( t_1 \) time period in Fig. 2.7(a), indicates the alternative evaluation, \( Q^1_-(z_1)Q^1_+(z_2)Q^2_+(z_2(t_2))Q^1_-(z_3(t_3)) \).
Figure 2.8: Non-trace-satisfying OMT diagrams are shown that contribute in the \( \mathbf{k}_f \) phase-matched direction with three interactions with mode \( r \) and one with mode \( s \). These diagrams only contribute non-negligibly through anharmonic effects.

Contributions from all of the diagrams shown in Fig. 2.6 panels (b)-(d) are calculated in Eq. (2.29), including contributions from the non-trace-satisfying sequence of normal mode interactions for each phase-matched direction. Additionally, diagrams with more than two interacting modes or an odd number of interactions with each mode are included in Eq. (2.29). Figure 2.8 shows the non-trace-satisfying OMT parent diagrams contributing in the \( \mathbf{k}_f \) phase-matched direction with three interactions with mode \( r \) and one with mode \( s \). As these diagrams do not satisfy the trace in the harmonic limit, it is not necessary for all diagram
fragments to end on a dotted horizontal line, corresponding to a half-odd-integer multiple of $\hbar$. For some non-trace-satisfying diagrams there is ambiguity in the action at which $Q_\delta$ is evaluated according to the rules in Sec. 2.2. For example, the upper leftmost diagram in Fig. 2.8(d) represents the evolution of the density operator $|n + 1\rangle \langle n - 1|$ during the $t_3$ time interval for mode $r$, so that if the final interaction with the field occurs with the ket aspect of the density operator the states $n + 1$ and $n$ will be transitioned between in this interaction. However, if the last interaction occurs with the bra aspect of the density operator the states $n - 1$ and $n$ will be transitioned between. Therefore it is ambiguous whether the factor $Q_\delta$ should be evaluated at action $J^r_3 - \hbar/2$ or at action $J^r_3 + \hbar/2$, as indicated in Fig. 2.8(d). This ambiguity arises because the cyclic invariance of the trace holds in the harmonic limit irrespective of this choice, as the angle average causes these diagrams to have zero contribution to the response function in the harmonic limit. If an energy transfer event generates a trace-satisfying child diagram then evaluation of the correlation function should, in principle, be dictated by the corresponding 2FDs with the appropriate coherence or population transfer event, not by the 2FDs corresponding to the parent diagram. Therefore, the choice of argument for $Q_\delta$ in the parent diagram will not dictate the evaluation of its child diagrams. In practice, this can complicate the calculation of the OMT approximation with energy transfer as discussed in Chapter 3. As this choice does not change the result of evaluating either the parent or child OMT diagrams in the harmonic limit, we choose to derive all OMT diagrams assuming that the final field interaction causes a deexcitation of the ket aspect of the density operator.

OMT diagrams contributing to the signal associated with wavevector $k_H$, with the same sequences of normal mode interactions as Fig. 2.8, are shown in Fig. 2.9. Unlike the trace-satisfying diagrams contributing to Eq. (2.21) non-trace-satisfying
Figure 2.9: Non-trace-satisfying OMT diagrams are shown that contribute in the $k_{II}$ phase-matched direction with three interactions with mode $r$ and one with mode $s$.

diagrams contributing to the $k_I$ and $k_{II}$ signals can represent the dynamics of two-quantum coherences. These diagrams are characterized by factors of $Q_\sigma$ being evaluated at action values not associated with the underlying path. For three interactions with mode $r$ and one with mode $s$, the $srrr$ sequence of normal mode interactions in Fig. 2.8(d), for example, represents the evolution of a two-quantum coherence for mode $r$ during the $t_3$ time period. Similarly, the $rrsr$ sequence of normal mode interactions in Fig. 2.9(c) represents the evolution of a two-quantum coherence during the $t_3$ time period for mode $r$. Figures 2.8 and 2.9 also demon-
Figure 2.10: Non-trace-satisfying OMT diagrams contributing to Eq. (2.29) in the $k_{III}$ phase-matched direction with three interactions with mode $r$ and one with mode $s$ are shown.

strate that the four-point-correlation functions encoded by non-trace-satisfying OMT diagrams contributing to the $k_I$ and $k_{II}$ signals are not evaluated at the same actions for all sequences of interactions.

Non-trace-satisfying parent diagrams contributing to the signal associated with the $k_{III}$ wavevector for these sequences of normal mode interactions are shown in Fig. 2.10. Non-trace-satisfying diagrams in this phase-matched direction can also represent the evolution of two-quantum coherences. In Fig. 2.10(a) and (b), the
OMT diagrams represent an evolution of a two-quantum coherence in mode \( r \) during the \( t_2 \) and both the \( t_2 \) and \( t_3 \) time periods, respectively. The diagrams shown in Figs. 2.8–2.10 are the additional diagrams contributing to the response function calculation in Eq. (2.29) with three interactions with one normal mode and the fourth with a distinct mode. Generally, this is only a subset of the non-trace-satisfying diagrams contributing to Eq. (2.29), as up to four distinct modes may interact with the field in a given OMT diagram. This set of diagrams demonstrates that the evaluation of the \( Q_\sigma \) factors is more complicated in non-trace-satisfying diagrams than in the trace-satisfying diagrams shown in Fig. 2.6. When energy transfer occurs, so that the parent diagrams in Figs. 2.8–2.10 may appreciably contribute to the system response, the evaluation of these factors should vary, as in Fig. 2.7, which further complicates the diagrams evaluation and leads to inherent ambiguities in the “correct” evaluation points, as discussed in the implementation details in Sec. 3.4.
Implementations of the OMT

Implementing the OMT approximation presented in Chapter 2 can be computationally demanding. If naively implemented the number of trajectory propagations required for a single OMT diagram scales as \( n_t (1 + n_{t_2}) \) where \( n_t \) is the number of response function values calculated during the \( t \)-time interval. This scaling arises because, for each diagram, a single \( t_1 \) trajectory is numerically propagated from initial action-angle variables \( J_1 \) and \( \phi_1 \). Then, for each \( t_1 \) value, a trajectory with initial actions \( J_2 \) and angles \( \phi_2 = \phi_1 (t_1) \) is propagated, resulting in \( n_{t_1} \) propagations. Finally, for each \( t_1 \) and \( t_2 \) value a \( t_3 \) trajectory is propagated, resulting in \( n_{t_1}\!n_{t_2} \) propagations. Similarly, the number of constant-angle action jumps computed for a single diagram scales as \( n_{t_1} (1 + n_{t_2}) \). For a single degree of freedom, a phase-matched contribution to the response function is given by Eq. (2.18), which includes a numerical average over the initial action and angle and corresponds to the evaluation of one of the sets of four OMT diagrams in Fig. 2.4. This calculation becomes more challenging for systems with multiple degrees of freedom, as both the dimensionality of the phase space average and the number of OMT diagrams per initial condition may increase, as seen in Eqs. (2.21) and (2.29).

There are three primary numerical challenges associated with implementing the OMT approximation. First, classical trajectories with specified action values must be determined. Each horizontal solid line in an OMT diagram represents one of these quantized classical trajectories. Second, discrete jumps in action must be carried out at constant angle values. Each vertical dashed line in an OMT diagram represents one such transition. Third, a \( 2f \)-dimensional average over the initial phase space distribution must be performed as an \( f \)-dimensional sum over action
variables and an $f$-dimensional integration over initial angles. These calculations must be computed efficiently as, if all modes interact with the field, the number of thermally averaged OMT diagrams scales with $f$ either as $8f^2 - 4f$ in Eq. (2.21) or as $4f^4$ when including all possible energy transfer contributions in Eq. (2.29).

A numerically exact fixed-trajectory (NEFT) implementation is described in Sec. 3.1 for a single high frequency degree of freedom. This implementation achieves a higher efficiency than the naive implementation by taking advantage of analytic properties of action-angle variables. For multidimensional systems this implementation is generally not practical, but can be used as a framework for developing more tractable implementations. In Secs. 3.2 and 3.3 two approximate implementations are presented that maintain some of the desirable properties of the NEFT implementation while being practical for different types of multimode systems. For systems containing a few high frequency oscillators the fixed-trajectory (FT) method, described in Sec. 3.2, can be applied. This approach is highly efficient and requires the minimum number of trajectory propagations, but breaks down for systems that include disparate frequency scales or many degrees of freedom. The forward-backward (FB) implementation can be applied to these types of systems, as presented in Sec. 3.3. Modifications to the FB implementation that allow for energy transfer processes to contribute to the system response are presented Sec. 3.4.

### 3.1 Numerically Exact Fixed-Trajectory Implementation

In this section, the three numerical challenges associated with implementing the OMT approximation are discussed in the context of computing the third order response function for a single degree of freedom. An implementation of the OMT
that is significantly more efficient than the naive implementation is presented. This numerically exact fixed-trajectory implementation (NEFT) takes advantage of properties of the action-angle variables to achieve this high efficiency. Therefore, before presenting the details of the NEFT implementation, the relevant features of action-angle variables are briefly reviewed.

In general, action and angle variables, \( J \) and \( \phi \), result from a canonical transformation of the Cartesian coordinates and their conjugate momenta, \( q \) and \( p \), such that the resulting transformed Hamiltonian is a function of the actions alone.\(^{55}\) We restrict our discussion here to a one-dimensional system, for which such variables are guaranteed to exist. The properties discussed generalize when action-angle variables can be defined for a multidimensional system.

By construction, the transformed one-dimensional Hamiltonian \( H \) is a function of the action alone, so that the action \( J \) is a constant of the motion. Therefore, the angle evolves linearly in time,

\[
\phi(t) = \omega(J)t + \phi_\circ. \tag{3.1}
\]

Here \( \omega(J) \equiv \partial H/\partial J \) is the frequency of the oscillation and \( \phi_\circ \) is the initial angle of the oscillator. The action variable can be determined in terms of the Cartesian coordinate and momenta as an integration over one period of this oscillation,

\[
J = \frac{1}{2\pi} \oint p(t)\dot{q}(t)dt. \tag{3.2}
\]

Because the oscillator’s evolution is confined to a well defined periodic trajectory for each action value, computing \( n_{t_1}(1 + n_{t_2}) \) trajectory propagations for each OMT diagram is unnecessary. Rather than propagating a distinct trajectory for each segment of an OMT diagram, the periodic trajectories corresponding to the required quantized action values can be computed once at the start of the calculation. These precomputed trajectories can then be reused to determine the time
evolution of each appropriate segment of an OMT diagram. For a single degree of freedom, these fixed trajectories can be determined by numerically searching for initial coordinate and momentum values that satisfy Eq. (3.2) for the desired action value when \( q(t) \) and \( p(t) \) are propagated according to Hamilton’s equations of motion. The origin of the angle value is arbitrary but must be consistently maintained for all trajectories. For convenience we start trajectories at \( \phi_o = 0 \) for all actions with \( p(0) = 0 \) and \( q(0) > 0 \). Therefore, in the NEFT implementation, the number of time propagations is only dependent on the number of action values used in the phase space average, not on the number of time values at which the response function is evaluated.

The second numerical challenge in applying the OMT approximation is to link these propagated classical trajectories by transitions at constant angle. The angle \( \phi(t) \), evolves linearly in time according to Eq. (3.1). Therefore, the frequency \( \omega(J) \) can be calculated from the numerically determined period of oscillation, \( T(J) \), as \( \omega(J) = 2\pi/T(J) \). A constant angle transition from a trajectory at action \( J_i \) at time \( \tau \) to a trajectory at action \( J_f \) can be completed using the frequencies associated with these trajectories. The angle at time \( \tau \) in a trajectory at action \( J_i \) with initial angle, \( \phi_o = 0 \) is given by \( \phi(\tau) = \omega(J_i)\tau \). This angle corresponds to time, \( \tau' = \frac{\omega(J_i)}{\omega(J_f)}\tau \) in the final trajectory at action \( J_f \), similarly with initial angle 0.

Because the trajectories are periodic we are free to take the times \( \tau \) and \( \tau' \) modulo the periods \( T(J_i) \) and \( T(J_f) \), respectively. Computing a constant angle transition is therefore trivial given the precomputed closed trajectories and their associated frequencies.

The final challenge to computing the vibrational response function in the OMT approximation is the phase space average. The delta functions in Eq. (2.18) re-
duce the OMT calculation for a single degree of freedom to a sum over the action $J_1$ and an integration over the initial angle $\phi_1$. The number of terms required to converge the sum over $J_1$ is controlled by the difference of the renormalized classical distributions in Eq. (2.18). If $\beta \hbar \omega \gtrsim 1$ a few terms will suffice to accurately reproduce the system response. The response function can then be determined by performing a numeric integration over the initial angle, which can be translated into a numeric integration over the initial time in the precomputed trajectory corresponding to the first segment of each OMT path. In the quasiharmonic approximation of Eq. (2.10), the integrand of Eq. (2.18) is independent of $\phi_1$. This can be seen, for example, from Eq. (2.11), in which the angle differences $\phi_1(t_1) - \phi_1$ and $\phi_3(t_3) - \phi_3$ are independent of initial angle $\phi_1$. In practice this means that relatively few evaluations are needed to converge this integral.

Figure 3.1 shows an OMT diagram and a schematic of its evaluation in phase space for one set of initial conditions and propagation times $t_1$, $t_2$, and $t_3$. The OMT diagram begins with propagating a trajectory at action $J_1$ for time $t_1$. Then a constant angle jump transitions the oscillator to action $J_1 + \hbar/2$ and the system.
is propagated for time \( t_2 \) starting from the initial angle \( \phi_1(t_1) \). A second constant angle jump increases the oscillator’s action to \( J_1 + \hbar \) and a trajectory is propagated for time \( t_3 \) from the initial angle \( \phi_2(t_2) \). To evaluate the contribution to the system response from this diagram for \( J_1 = \hbar \) using the NEFT implementation three classical trajectories are precalculated corresponding to actions \( \hbar, 3\hbar/2, \) and \( 2\hbar \). The three precalculated trajectories are shown as dotted gray lines in Fig. 3.1 for a Morse oscillator with potential \( D \left(1 - e^{-\xi q}\right)^2 \). The coordinate and momentum plotted in Fig. 3.1 are made dimensionless as \( \xi q \) and \( \xi p/m\omega \) with mass \( m \) and harmonic frequency \( \omega \). The propagation times \( t_1, t_2, \) and \( t_3 \) are taken modulo the period of the appropriate trajectory, \( T(\hbar), T(3\hbar/2), \) and \( T(2\hbar) \) respectively, so that the resulting evolution times \( t'_j \) are between 0 and the period of the oscillator at the appropriate action. The system response for the OMT diagram in Fig. 3.1 is computed from a four-point correlation function consisting of the values \( Q_{\alpha}(z_1), Q_{\beta}(z_1(t_1)), Q_{\gamma}(z_3) \) and \( Q_{\delta}(z_3(t_3)) \), defined in Eq. (2.9), as indicated by red dots in Fig. 3.1. Given precalculated trajectories with known frequencies, the values \( Q_{\alpha}(z_1) \) and \( Q_{\beta}(z_1(t_1)) \) evaluated during the first propagation time, shown in blue, can be calculated. The initial angle \( \phi_1 \) can be converted to a time on the \( J_1 \) trajectory using Eq. (3.1) and this time can be added to \( t'_1 \) (modulo \( T(\hbar) \)) to give the two times on the fixed-trajectory for these evaluations. The remaining two correlation points can be calculated by propagating the diagram through the two constant angle jumps. During the action jump at \( t_1 \) the angle is given by converting the time used to evaluate \( Q_{\beta}(z_1(t_1)) \) to an angle using Eq. (3.1). Propagation during \( t_2 \) can be determined by converting this angle to a time in the \( 3\hbar/2 \) trajectory and adding this result to \( t'_2 \), taking the resulting time modulo \( T(3\hbar/2) \). The second jump can be similarly carried out using Eq. (3.1) and finally, the procedure used to compute \( Q_{\alpha}(z_1) \) and \( Q_{\beta}(z_1(t_1)) \) can be used to evaluate \( Q_{\gamma}(z_3) \) and \( Q_{\delta}(z_3(t_3)) \).
The system response contributions from these linked classical trajectories must be determined while varying the initial action and angle, with each initial condition being weighted by a difference of renormalized classical thermal distributions, as given in Eq. (2.18). The energies $H(J)$ can be determined numerically using the untransformed Hamiltonian and the precomputed fixed trajectories.

### 3.2 Fixed-Trajectory Implementation

For systems with multiple degrees of freedom it is difficult to compute trajectories in the good action-angle variables to numerical precision, even in the quasiperiodic regime where action-angle variables can be defined. Therefore, the NEFT implementation, which relies heavily on the action-angle variable formalism, cannot be applied to multidimensional systems as presented in Sec. 3.1. A fixed-trajectory implementation has been developed that efficiently computes the OMT approximation to the response function by maintaining several desirable features of the NEFT calculation while making the modifications necessary to treat systems consisting of a few high frequency modes.

Trajectories with quantized good action values can be approximated using perturbation theory in anharmonicity, as presented in Ref. 56. The central object in this approach is a type 2 generating function associated with the canonical transformation from zeroth-order action and angle variables $(I, \theta)$ to good variables $(J, \phi)$. The zeroth-order variables are correct for the harmonic classical Hamiltonian corresponding to the quantum Hamiltonian in Eq. (2.19) with $V_{\text{anh}}(\hat{q}) = 0$. The generating function, which is a function of $J$ and $\theta$, is expanded in a Fourier series in $\theta$ and the Fourier coefficients are determined perturbatively to the desired
order in anharmonicity. This procedure results in expressions for the coordinates and momenta of each normal mode, \( r \), as functions of good actions and harmonic angles, \( x^r(J, \theta) \) and \( p^r(J, \theta) \). The focus of Ref. 56 is on calculating semiclassical energies, which does not require expressing the harmonic angle variables \( \theta \) in terms of \( J \) and \( \phi \). To approximate the normal mode coordinates and momenta as \( x^r(J, \phi) \) and \( p^r(J, \phi) \) these expressions are needed. Differentiating the generating function with respect to the good action variables yields \( \phi \) as a function of \( J \) and \( \theta \). Inverting these equations to the appropriate order yields \( \theta(J, \phi) \), so that the position and momentum of each normal mode can be approximated as a function of \( J \) and \( \phi \). This approach is discussed in more detail in Appendix A.

To incorporate additional anharmonic effects, time evolution of the trajectories is not approximated using perturbation theory. Rather, initial conditions computed within this framework are propagated using the full anharmonic Hamiltonian, resulting in the OMT approximation to the response function being nonperturbative in anharmonicity.

In general, the trajectories propagated from these initial conditions are approximations of the desired multiply periodic good action-angle trajectories. Therefore, the time dependence of the angles cannot be derived from these trajectories to numerical precision as they were for a single degree of freedom. The relationship between the angle and time in Eq. (3.1) allows for efficient computation of the response function in the NEFT implementation primarily by enabling the use of precalculated action-quantized trajectories. The fixed-trajectory (FT) implementation maintains the use of precalculated trajectories, but in an approximate manner. As in the NEFT implementation, only one classical trajectory at each set of actions reached during any OMT diagram is computed in the FT implementation. Therefore, a minimal set of trajectories is computed, with the number of
Figure 3.2: Time evolution of trajectories in the FT implementation. Each trajectory can be thought of as consisting of two parts, the first of length $t_{\text{ang}}$ should be long enough to sample all combinations of angles. Depending on the angle values, any point in this portion of the trajectory can be treated as the initial state of the trajectory or the state after an action jump. The second portion of the trajectory of length $t_{\text{prop}}$ accommodates time evolution of the trajectory for any initial angles.

Trajectories depending only on the number of initial action values, not on the time values at which the response function is calculated. In the NEFT implementation each trajectory is propagated for one period of the appropriate oscillation, a time on the order of $2\pi/\omega$. This ensures that all angle values are sampled during each trajectory. For multiple degrees of freedom, each combination of angle values should be sampled in a trajectory propagated at actions, $J$. To achieve this, each trajectory is propagated for a time, $t_{\text{ang}}$, on the order of the least common multiple of the normal mode’s periods. This part of the trajectory approximately samples all angle combinations, assuming the normal mode frequencies are incommensurate. Trajectories are then propagated an additional time, $t_{\text{prop}}$, the maximum propagation time in the appropriate time-interval. The two portions of the trajectory are illustrated in Fig. 3.2. The additional propagation time, $t_{\text{prop}}$, allows for forward-propagation under the full anharmonic Hamiltonian starting from any time in the angle sampling portion of the trajectory and, thereby, from any initial angle values. This was not necessary in the NEFT implementation because the period of the oscillation was known to numerical precision for each action, allowing all times to be taken modulo this value without affecting the accuracy of the calculation.
The second numerical challenge in applying the OMT approximation is computing constant angle jumps between these precomputed action-quantized trajectories. This requires transforming the normal mode coordinates and momenta following trajectory \( \tau \) according to \( \{(x^s(J_\tau, \phi), p^s(J_\tau, \phi))\} \rightarrow \{(x^s(J_{\tau+1}, \phi), p^s(J_{\tau+1}, \phi))\} \).

Rather than applying perturbation theory to determine the angle values during each transition, we use an approximate procedure that avoids calculating the angle values explicitly. To compute a constant angle jump between an initial and final trajectory a target state is computed by harmonically scaling the initial coordinate and momentum of the normal mode interacting with the field, \( r \), by the square root of the ratio of that mode’s final and initial actions, \((J_{\tau+1}^r/J_\tau^r)^{1/2}\). With the unscaled coordinates and momenta of the other normal modes this defines a 2\( f \)-dimensional target state that would represent a jump in action at constant angle values in the absence of anharmonicity, as can be seen from the action dependence of the \( Q_\sigma \) factors in Eq. (2.10). The point in the angle sampling portion of the final trajectory that minimizes the distance to this target state in phase space is used as the endpoint of the approximate constant angle jump. Constant angle mappings between all pairs of trajectories connected by an OMT transition can be precomputed in this way, with each state on the initial trajectory mapped onto a state on the final trajectory. Because of the approximations involved, the mapping from one trajectory to another need not be the inverse of the mapping from the second trajectory to the first.

The final computational challenge is to perform the thermal average over initial conditions. The number of trajectories that need to be precomputed in the FT implementation is directly dependent on the number of initial actions sampled. If each oscillator has relatively high frequency then few quantum states are accessible at equilibrium and the initial action sum will converge with only a few terms. In
Figure 3.3: Schematic of the FT implementation for an OMT diagram. A single trajectory is computed for each set of actions, depicted by horizontal arrows. Boxes represent discrete classical states along these trajectories. Maps approximating constant angle jumps are represented by dashed arrows connecting classical states on different trajectories. A possible time evolution is shown by colored boxes.

the NEFT method the angle average was performed as a numeric integration, but as noted in Sec. 3.1, the integrands in Eqs. (2.22) and (2.28) have a weak dependence on the initial angle for low-anharmonicity systems. Despite not knowing the explicit time evolution of the angle variables, to the extent that they approximate the good angle variables, they will evolve linearly in time and be multiply periodic. This enables the angle average to be treated as a time average by varying the initial state along the angle sampling part of the trajectory. In our calculations, on the order of a few tens of initial times was sufficient to converge the resulting response functions. The statistical weight of each path $\Delta F$, defined in Eq. (2.23), can be approximated using the same order of perturbation theory used to obtain initial conditions.

The calculations supporting the evaluation of OMT diagrams in the FT implementation are indicated schematically in Fig. 3.3. Each horizontal arrow represents an action-quantized trajectory, with boxes indicating discrete classical states. Dashed arrows indicate mappings between states on different trajectories representing transitions in action at fixed angle values. After the fixed trajectories and mappings between them are computed, time evolution at specified action values is reduced to incrementing the index of the classical state along the appropriate
Figure 3.4: Phase space picture of the FT implementation for two coupled Morse oscillators and a given OMT diagram.

trajectory. Similarly, performing transitions between trajectories at constant angle values is reduced to using the appropriate map to identify the starting index on the target trajectory. The phase space average over initial angles is approximated as a time average by varying the starting state indicated by the first blue box in Fig. 3.3. Colored boxes show an example semiclassical path. Depending on the identities of the three trajectories, this schematic could represent the evaluation of any OMT diagram.

Figure 3.4 gives an example OMT diagram and a representation of its evaluation in phase space for two Morse oscillators for a single set of initial conditions and time evolutions. Comparison of Fig. 3.4 with Fig. 3.1 illustrates the essential differences between the NEFT and FT implementations. First, there are differences in the precomputed trajectories used in these two applications of the OMT approximation. In the NEFT implementation continuous trajectories are determined to numerical precision in the good action-angle variables of the system. In the FT implementation perturbation theory is used to determine initial conditions that approximate the coordinate and momenta in good action-angle variables to a
desired order in anharmonicity. These initial conditions are then propagated using the full anharmonic Hamiltonian to obtain discretized classical trajectories. Because the FT implementation is applied to multiple oscillator systems, trajectories must be propagated for longer to ensure that all combinations of action values are reached. Also, trajectories in the FT implementation must be propagated for an additional length of time to allow for correct propagation from any point in the angle sampling part of the trajectory. Fig. 3.4 shows this approximate multiply periodic nature, as the trajectories shown in gray are not simple periodic trajectories as they were in Fig. 3.1. A second distinction between these implementations is that action jumps at constant angle are performed exactly in the NEFT implementation, while they are performed approximately using mappings between discrete classical trajectories in the FT implementation. This can be visualized in Fig. 3.4 where the approximation nature of the action jumps contributes to the non-interacting mode only approximately maintaining its position and momentum in transitioning between trajectories in the OMT diagram. For example, the terminal green and blue boxes are not perfectly aligned in the left phase space plot, nor are the terminal green and yellow boxes in the right phase space plot. A final distinction not visible in these figures is that in the NEFT implementation the angle average is performed using numeric integration while in the FT implementation it is performed using a time average over a few initial conditions.

Each of these approximations will decrease the accuracy of the FT implementation in comparison to the NEFT implementation, but they also enable the OMT to be efficiently applied to multidimensional systems. The cumulative effect of these approximations can be probed by using different sets of fixed trajectories to compute the same spectra. If spectra computed from different initial angle values differ from each other appreciably, the model lies outside of the domain of appl-
ability of this implementation. Such a lack of reproducibility may arise from the
approximate method for carrying out transitions in action, from the perturbative
identification of action and angle variables to a given order, or from the nonexis-
tence of good action and angle variables. Testing the dependence of final results
on initial sets of angle values provides an empirical assessment of the applicability
of the theory to a given model.

While the FT implementation is well suited to treat a few high frequency
oscillators, there are difficulties when applying it to larger systems or those with
disparate frequency scales. The simplicity of the initial action sum is lost when
applying the OMT to low frequency oscillators because they thermally access a
large range of action values. For these types of systems it is impractical to compute
the response function from one fixed set of trajectories. This challenge could be
addressed, for example, by computing a fixed set of trajectories for each set of
initial, Metropolis sampled, actions for the low frequency modes. A more pressing
difficulty arising in systems with disparate frequency scales is a breakdown in the
ability to create constant angle mappings between precomputed trajectories. The
FT method relies on being able to approximately sample all combinations of bath
mode angles in the first part of the discrete trajectories of length \( t_{\text{ang}} \). If the
oscillators have disparate frequencies then there will be large differences in the
oscillator’s periods, requiring very long trajectories to be computed on a fine grid
to adequately sample all combinations of bath normal mode angles. Failing to
maintain the angles of low frequency bath oscillators causes artificial dephasing
of the system, and attempting to determine fixed angle jumps for all actions is
impractical. These challenges motivate the development of the FB implementation
of the OMT described in the following section.
3.3 Forward-Backward Implementation

For systems that include many weakly coupled oscillators or disparate frequency scales the FT implementation presented in Sec. 3.2 is intractable. The forward-backward (FB) implementation can be used to apply the OMT approximation to these types of systems. This implementation has numerical advantages similar to the doorway- and window-function factorization \(^{26,74}\) described by Hasegawa and Tanimura for the computation of nonlinear spectra with non-equilibrium molecular dynamics simulations.\(^{27}\)

The FB implementation achieves a higher efficiency than the naive implementation of the OMT approximation by factoring the integrands in Eqs. (2.22) and (2.28) into parts that occur before and after the waiting time propagation, rather than by precomputing fixed trajectories. This factorization can be achieved by replacing \(z_1\) by \(z_1(t_1)\) in the factors \(\Gamma\) and \(\Delta F\), defined in Eqs. (2.25) and (2.23), in Eqs. (2.22) and (2.28) and changing integration variables from \(z_1\) to \(z_1(t_1)\). These substitutions leave the response function unchanged since both points lie on the same constant-action trajectory and \(F\), defined in Eq. (2.32), has no angle dependence for the good action variables of the coupled Hamiltonian. Therefore, in the FB implementation the contributions to the response function associated with wavevector, \(\alpha k_1 + \beta k_2 + \gamma k_3\), in which all interactions occur with mode \(r\) or with a trace-satisfying sequence of mode interactions \(\zeta\), previously described by Eqs. (2.22) and (2.28), respectively, are,

\[
\rho_{\gamma\beta\alpha}(t_3, t_2, t_1) = \frac{i}{2^4 \hbar^2 f_{j+3}} \sum_{d=1}^{4} \epsilon_d \int d z_1(t_1) \left[ \Delta F^r(\zeta_1(t_1)) \Gamma^r(\zeta_1(t_1)) Q^r_\alpha(\zeta_1) Q^r_{\beta}(\zeta_1') \right] \\
\times \left[ \int d z_2 \int d z_3 \delta(\phi_2 - \phi_1(t_1)) \delta(\phi_3 - \phi_2(t_2)) \Delta^r_{1\sigma_1} \Delta^r_{2\sigma_2} Q^r(\zeta_d') Q^r_{\gamma}(\zeta_3(t_3)) \right], \tag{3.3}
\]
\[ p^{\gamma_{\beta\alpha}}(t_3, t_2, t_1) = \frac{i}{24\hbar^2 f^3} \sum_{d=1}^{8} \epsilon_d \int dz_1(t_1) \left[ \Delta F_{\alpha}^{\gamma}(z_1(t_1)) \Gamma_{\beta}^{\gamma}(z_1(t_1)) Q_{\alpha}^{\gamma}(z_1) Q_{\beta}^{\gamma}(z_1') \right] \]
\[ \times \left[ \int dz_2 \int dz_3 \delta(\phi_2 - \phi_1(t_1)) \delta(\phi_3 - \phi_2(t_2)) Q_{\gamma}^{\epsilon_2}(z_3(t_3)) Q_{\delta}^{\epsilon_3}(z_3(t_3)) \Delta_{1\alpha_d}^{\epsilon_2} \Delta_{2\beta_d}^{\epsilon_3} \right]. \] (3.4)

In Eqs. (3.3) and (3.4), the integrand is factored into two expressions, grouped in square brackets. The first factor is independent of \( t_2 \) and \( t_3 \) and the second is independent of \( t_1 \). Therefore, the integrand can be computed as the outer product of these two terms. In the fixed-trajectory implementation, initial Cartesian coordinates and momenta are determined as a function of action-angle variables using low-order perturbation theory applied to the normal modes.\(^{56}\) These results are used to transform the action-angle variables into Cartesian coordinates and momenta, and the full anharmonic Hamiltonian is used to propagate all trajectories.

In the FB implementation, the same procedure is followed, except the perturbative results are used to sample \( z_1(t_1) \) and the phase space point \( z_1 \) is obtained by propagating the initial point \( z_1(t_1) \) backward. Therefore, to compute the contribution to the system response from each OMT diagram in the FB implementation a single \( t_1 \) and a single \( t_2 \) trajectory are propagated. Then for each \( t_2 \) value a distinct \( t_3 \) trajectory is propagated. This results in the total number of trajectories scaling as the number of \( t_2 \) values, \( n_{t_2} \). In comparison, the number of propagated trajectories scales as \( n_{t_1}(1 + n_{t_2}) \) in a naive implementation. Typically, 2D IR spectra are plotted as Fourier transforms with respect to \( t_1 \) and \( t_3 \) for a small number of \( t_2 \) times, so that \( n_{t_2} \ll n_{t_1} \). The FB implementation is therefore significantly more efficient than the naive implementation, although it does require more trajectories than the fixed-trajectory implementation described in Sec. 3.2.

This implementation is illustrated in Figure 3.5(a) for an OMT diagram in which both interactions with the field increase the system action of a single normal
Figure 3.5: The forward-backward implementation of an OMT diagram for a fixed value of $t_2$ is shown in (a). The diagram is initialized at $z_1(t_1)$, represented by a red dot, with known $\phi_1(t_1)$ and $J_1$. The $t_1$ trajectory is propagated backward from this point to obtain a set of $z_1$ values, indicated by blue squares. A $t_2$ trajectory is propagated forward in time from the phase space point $z_2$, with known initial angles $\phi_2 = \phi_1(t_1)$. For each $t_2$ value the point after a $\hbar/2$ jump in action $z_3$, shown as a purple dot, must be determined. From this initial condition a $t_3$ trajectory is propagated, giving a set of $z_3(t_3)$ values, shown as green squares. For comparison, an all-forward implementation for a fixed value of $t_1$ and $t_2$ is shown in (b), with the starting point of the diagram $z_1$, indicated by a blue dot.

mode and the system is propagated in a population during the $t_2$ time. The contribution from this diagram to $\rho^r_{++}$ in Eq. (3.3) is

$$\frac{i}{2^{1+2}h^2} \int dz_1(t_1) \left[ \Delta F^r(z_1(t_1)) \Gamma^r(z_1(t_1)) Q^r(z_1) Q^r(z_1(t_1)) \right]$$

$$\times \left[ \int dz_2 \int dz_3 \delta(\phi_2 - \phi_1(t_1)) \delta(\phi_3 - \phi_2(t_2)) \Delta_{+} \Delta_{+} Q^r(z_2) Q^r(z_3(t_3)) \right].$$

(3.5)

In this implementation the OMT diagram begins at $z_1(t_1)$, represented by the red dot, instead of at $z_1$, as in the NEFT and FT implementations. Values of $z_1$, obtained by propagating backward from $z_1(t_1)$, are represented by blue squares in Figure 3.5. The constant angle jump at time $t_1$ is represented by the arrow-less dashed line connecting trajectories 1 and 2 in this path, indicating that the angle at this time is explicitly known. The phase space point $z_2$ is then propagated forward in time to $z_2(t_2)$. For each $t_2$ value a jump in system action at constant angle values is approximately performed to obtain initial conditions $z_3$ which are finally propagated forward in time to a set of $z_3(t_3)$ values, shown as green squares. For comparison, Figure 3.5(b) shows an all-forward implementation of the OMT.
diagram in (a) for a fixed value of $t_1$ and $t_2$. The starting point of this diagram is $z_1$, represented by a blue dot, and all trajectories are propagated forward in time.

The FB implementation avoids difficulties associated with applying the fixed-trajectory implementation to systems with low frequency oscillations through its treatment of action jumps. By sampling values of $z_1(t_1)$ directly, $\phi_1(t_1)$ is known, so that computing $z_2$ requires no approximations in addition to those used to compute $z_1(t_1)$. Therefore, only the jumps at time $t_2$ need to be further approximated. Because of the relatively small number of jumps, which scales as $n t_2$ in the FB implementation, these transitions can be treated within the same perturbative framework used to compute initial phase space conditions. This implementation therefore avoids the approximate mapping method for determining constant angle jumps, shown in Fig. 3.3, that is used in the FT approximation.

The final challenge to be addressed is performing the phase space integration. Low frequency bath oscillators thermally sample a large number of action values so that it is impractical to directly sum all combinations of these actions. Therefore, initial conditions for $z_1(t_1)$ are determined by Metropolis sampling from the equilibrium distribution function $F$ in Eq. (2.32). This results in a set of actions prior to the first interaction with the field, $J_0 \equiv J_1|_{J_0^\omega \rightarrow J_0^\omega -\hbar/2}$, and imparts a weight that differs from the desired statistical weight, $\Delta F$ in Eq. (2.31). To correct for this difference the response contribution from each diagram is multiplied by $1 - F(z|_{J_0, J_0^\omega \rightarrow J_0^\omega +\hbar})/F(z|_{J_0})$, with $\zeta_0$ the first interacting mode. As $F$ has no angle dependence, initial angles are chosen from a uniform distribution.
3.4 FB Implementation Including Energy Transfer

In Sec. 2.2.1 the OMT approximation was generalized to include energy transfer by including OMT diagrams with all possible sequences of normal mode interactions. This set of ‘parent’ OMT diagrams can generate trace-satisfying ‘child’ diagrams if energy transfer occurs during the numerical propagation of the classical trajectories. To properly incorporate such energy transfer processes, the OMT approximation in Eq. (2.29) must be evaluated so that all child diagrams generated via energy transfer under all-forward propagation can be reached by dynamical processes. This is only possible if the method for executing action jumps alters the interacting mode’s current action by $\pm \hbar / 2$, even if it changed during the trajectory, and leaves all other actions unchanged, as given in Eq. (2.34). This is fundamentally at odds with a fixed-trajectory implementation of the OMT approximation, which is expected to be otherwise unsuited for the types of systems displaying significant energy transfer, such as the system of two near-resonant chromophores coupled to a low frequency bath presented in Chapter 5. In this section, alterations to the FB implementation in Sec. 3.3 are described that allow for incorporation of energy transfer processes.

The FB implementation achieves a significant increase in efficiency over a naive implementation by factoring OMT diagrams into contributions depending separately on $t_1$ and $t_3$. The starting point of each diagram is taken to be $z_1(t_1)$ with the $t_1$ trajectory propagated backward in time, and the $t_2$ and $t_3$ trajectories propagated forward. This factorization is exact for diagrams propagated at quantized values of the good action variables, but not for diagrams with energy transfer as in Figs. 2.7(a)-(c). Back-propagation during $t_1$ results in some child diagrams not being naturally generated in the FB implementation as they would be for an im-
plementation with all-forward propagation, a manifestation of the substitution of integration variable $z_1(t_1)$ for $z_1$. Also, the substitution of $z_1(t_1)$ for $z_1$ in $\Delta F$ and $\Gamma$ cannot be made in Eq. (2.29) as it was in Sec. 3.3 for Eq. (2.21). For these reasons, the FB implementation must be modified from its presentation in Sec. 3.3. First, a simplified method for performing constant angle action jumps is presented that ensures jumps are performed from the mode’s current actions. Second, alterations to the implementation that allow for the approximate incorporation of $t_1$ energy transfer events, otherwise absent from a FB description, are described. Third, approximate methods for determining the statistical weight of each diagram are presented. Finally, the challenge of determining the “correct” arguments of $Q_{\sigma}$ when energy transfer occurs is discussed. Some of these challenges are inherent to generalizing the OMT to include energy transfer and others are particular to generalizing the FB implementation.

In systems with energy transfer, the normal mode’s actions at the time of the interaction may be different from the action values used to initialize the trajectory. Therefore, the action values before and after a jump cannot be determined directly from the initial conditions for a given parent diagram. When propagating new trajectories for each diagram evaluation, as in the FB implementation, constant angle jumps can be approximated within a harmonic limit by scaling the coordinate and momentum of the interacting chromophore $r$ in trajectory $\tau$ by $(1 \pm \hbar/2J_{\tau})^{1/2}$, which is correct for a harmonic oscillator as seen from the action dependence of $Q_{\sigma}$ in Eq. (2.10). The actions prior to the jump, $J_{\tau}(t)$, can be approximated by equating the perturbative expression for the Hamiltonian in action variables with the full Hamiltonian as a function of time. This allows for interactions with the field to change the interacting mode’s action by $\pm \hbar/2$ without assuming the actions are constant in each trajectory. In the FB implementation the action is assumed
Figure 3.6: Illustration of energy transfer during $t_1$ in the FB implementation. (a) Child diagram with energy transfer during $t_1$ reproduced from Fig. 2.7(a). In the FB implementation the parent diagram for (a) is (b) which is a contribution to $\rho^{21,21}_{++}$. If energy transfer occurs, the identity of the first interacting mode is changed resulting in child (a).

to be known explicitly at $t_1$ so that harmonic scaling is not necessary for this jump. We nevertheless include it to ensure that the same energy is propagated during the $t_1$ and $t_3$ time periods upon an increasing and decreasing jump when $t_2 = 0$.

The primary challenge in extending the FB implementation to include energy transfer is that not all of the child diagrams with energy transfer during the $t_1$ time period are naturally generated from the parent diagrams evaluated in Eq. (2.29) in this implementation. For example, Fig. 3.6(a) shows the child diagram from Fig. 2.7(a) with energy transfer during the $t_1$ time period. In this figure, and in Figs. 3.7 and 3.8, 2FDs are drawn to emphasize the density operator time evolution of two interacting chromophore normal modes of interest. These modes, labeled 1 and 2, are assumed to begin in the ground state and to be coupled to some energy transfer inducing modes, whose quantum numbers are left unspecified. The OMT diagrams in these figures, however, are general and represent possible contributions for any initial actions $J_1$ and mode identities. To identify a parent diagram in the FB implementation the energy transfer event is removed while the actions at $t_1$ remain fixed, since these values are associated with the starting point of the diagram. Applying this procedure to the 2FD in Fig. 3.6(a)
results in a spurious diagram in which the field first interacts with mode 1 but the result is an increase in the action of mode 2. To include diagrams like that in Fig. 3.6(a) in the FB implementation, we allow the identity of the first interacting mode $r_0$ in Eq. (2.29) to vary depending on the chromophore actions at time 0. Specifically, we take the parent diagram for Fig. 3.6(a) in the FB implementation to be the diagram in Fig. 3.6(b), in which the first interacting mode is mode 2. In practice, the identity of the first interacting mode is determined by computing the action of the modes during trajectory 1 as a function of time. We calculate these actions by equating the perturbative expression for the Hamiltonian in action variables with the exact Hamiltonian propagated as a function of the Cartesian coordinates and momenta. The identity of the first interacting mode $r_0$ is determined by rounding the computed actions to the nearest properly quantized set of values so that $\Gamma^{r_0}(z_1)$ in Eq. (2.30) is most closely satisfied. We denote the first interacting mode in the parent diagram as $r'_0$, which may or may not be the same as $r_0$. For example, $r'_0 = 2$ for the parent diagram shown in Fig. 3.6(b). If, in evaluating this diagram, back propagation of the $t_1$ time period results in the actions of modes 1 and 2 changing from approximately $\hbar/2$ and $\hbar$, to approximately $\hbar$ and $\hbar/2$, as in (a) then the identity of the first interacting mode is taken to be mode 1 rather than mode 2 and $r_0 = 1$. This will result in the diagram being evaluated at $Q^{1}_{\alpha}(z_1)$ as in Fig. 3.6(a) and not $Q^{2}_{\alpha}(z_1)$ as in Fig. 3.6(b). As seen in this example, trace-satisfying child diagrams with $t_1$ energy transfer are generated in the FB implementation from trace-satisfying parent diagrams. In contrast, trace-satisfying diagrams with $t_2$ and $t_3$ energy transfer, as in Fig. 2.7(b) and (c), result from non-trace-satisfying parent diagrams, as in Fig. 2.7(d). In an all-forward implementation, trace-satisfying diagrams with $t_1$ energy transfer are also generated by non-trace-satisfying diagrams, and the OMT diagram in Fig. 2.7(d) would also
be the parent of the diagram in Fig. 3.6(a).

Only OMT diagrams with one chromophore mode’s action integer quantized and all other mode’s actions half-odd-integer quantized at time \( t_1 \) can be generated in the FB implementation by allowing the first interacting mode to vary. If energy transfer can only occur between chromophore modes and all chromophore modes begin in the ground state, this is sufficient to ensure the desired child diagrams generated under all-forward propagation of parent diagrams are included in the FB implementation. Energy transfer can result in other possible states at time \( t_1 \) for diagrams not satisfying these conditions. The effect of neglecting these diagrams will depend on the system but does not affect results for the parameters used in Sec. 5.2.

The substitution of \( \Delta F_{r_0}^{r_0}(z_1(t)) \) for \( \Delta F_{r_0}^{r_0}(z_1) \) in Eq. (2.21) should not be made for systems with energy transfer. Metropolis sampling from the equilibrium distribution \( F \) in Eq. (2.32) is used to compute a set of half-odd-integer quantized actions \( J_0 \). This sampling weights a diagram initialized with actions \( J_1(t_1) = J_0 \big| J_0^{r_0'} \rightarrow J_0^{r_0} + \hbar/2 \) by \( F(z|J_0) \). As in the original FB approximation, the weight of each diagram can be corrected by multiplying its contribution to the response function by the factor \( 1 - F(z|J_0, r_0^{r_0'} \rightarrow J_0^{r_0} + \hbar)/F(z|J_0) \). Unlike in the FB approximation without energy transfer, here \( r_0 \) is determined according to the procedure described above, so that \( r_0 \) is not necessarily equal to the initial interacting mode in the parent diagram, \( r_0' \). This will result in the correct statistical weight in the absence of energy transfer. If energy transfer occurs during the \( t_1 \) time period this correction will be approximate in the FB implementation. The effect of this approximation on the calculated response function is expected to be small, especially when energy transfer predominately oc-
Figure 3.7: Example contributions to $\rho_{+++}^{1,1,1}$ are shown. Red dots correspond to points on the diagram where factors of $Q^r_\sigma$ are evaluated in Eq. (2.29). If a different point is chosen at time $t$ using the approximate method described in text, it is indicated by an x.

curs between modes with similar frequencies. If necessary, better corrections can be made. For example, rather than computing the statistical weight from the sampled action $J_0$, which assume the bath modes actions are fixed, the statistical weight can be computed from the back-propagated classical trajectories, as:

$$
\left( \exp\left[-\beta H\left(z_1|_{J_0 \rightarrow J_0 - \hbar/2}\right)\right] - \exp\left[-\beta H\left(z_1|_{J_0 \rightarrow J_0 + \hbar/2}\right)\right]\right) \exp\left[\beta H\left(z|_{J_0}\right)\right].
$$

A final approximation will be applied to determine the arguments of $Q^r_\sigma$ in Eq. (2.29). In general, the arguments of the factors $Q^r_\sigma$ should vary if energy transfer occurs in a diagram. In Fig. 3.7(a) a trace-satisfying parent diagram contributing to $\rho_{+++}^{1,1,1}$ is shown with two possible child diagrams in (b) and (c). The correct points for evaluating the $Q^r_\sigma$ factors are shown as colored dots in each OMT diagram, determined according to the procedure described in Chapter 2. As can be seen by comparing the dot placement for the third interaction with mode 1 in panels (a) and (b), energy transfer can change both the magnitude of the action at which $Q^r_\sigma$ is evaluated as well as its value relative to the action prior to the
Figure 3.8: Example contributions to $\rho^{1,2,1,1}_{++}$ are shown. Red and blue dots correspond to points on the diagram where factors of $Q^r_{\sigma}$ are evaluated in Eq. (2.29). If a different point is chosen using the approximate method described in text, it is indicated by an x.

Furthermore, it is not always possible to uniquely determine the correct arguments of $Q^r_{\sigma}$ based on the diagram since distinct information about the bra and ket aspects of the density operator is not maintained throughout the trajectory, only the average action. The distinct 2FDs in Fig. 3.7(b) and (c), for example, give rise to their respective OMT diagrams which differ only in the action value at which $Q^1_{\gamma}(z_d)$ is evaluated. When propagating the parent diagram in (a) it is not possible to distinguish between the two sequences of energy transfer events in the 2FDs shown in (b) and (c) since both correspond to the same sequence of changes in the average action of the trajectories. This figure therefore demonstrates that for some sequences of energy transfer events there is inherent ambiguity in determining the arguments of $Q^r_{\sigma}$. To deal with this ambiguity, and simplify the evaluation of OMT diagrams, we will make the following choices for the arguments of $Q^r_{\sigma}$ evaluated in Eq. (2.30). The first factor in a trace-satisfying diagram is always given by $Q^r_{0}(z_1)$, with $r_0$ determined appropriately for each evaluation time. The $t_1$ phase space points are sampled directly in the FB implementation, and serve as the starting
point of the diagram, so that if $Q^1_{\beta}(z_d)$ is evaluated at the correct action for the parent diagram it will also be correct for all of its child diagrams. For the signal associated with wavevector $k_1$ or $k_{II}$ this will be the integer quantized action value involved in the transition. In the $k_{III}$ phase-matched direction this may be a point not directly involved in the path, as in Fig. 2.6(aii) or Fig. 2.10(a) and (b). We will choose to evaluate $Q^2_{\gamma}$ at time $t_1 + t_2$ in the $k_I$ or $k_{II}$ phase-matched direction at the action of the oscillator either before or after the jump, whichever is an integer multiple of $\hbar$ in the parent diagram without energy transfer. For example, a non-trace-satisfying parent diagram is shown in Fig. 3.8(a), with (b) and (c) showing example trace-satisfying child diagrams with energy transfer during the $t_3$ and $t_2$ time periods, respectively. In the parent diagram in Fig. 3.8(a), mode 1 transitions to a half-odd-integer action in the third interaction with the field. Therefore for all child diagrams, including those in Fig. 3.8(b) and (c), the point prior to the third interaction with the field, $z_2(t_2)$, is taken as the argument of $Q^2_{\gamma}$. This will be the correct evaluation point if, as in Fig. 3.8(b), no energy transfer occurred during the $t_2$ time interval and if this interaction does not cause a transition to or from a two-quantum coherence. For $k_I$ and $k_{II}$, trace-satisfying parent diagrams will not be in a two-quantum coherence during $t_2$ or $t_3$ although some trace-satisfying child diagrams may be. For the $k_{III}$ phase-matched direction, we will make this same choice, except for the trace-satisfying diagrams in Fig. 2.6(aii) which will be evaluated at the correct actions for these parent diagrams, with their children evaluated at the same relative actions. We take the final evaluation point at time $t_1 + t_2 + t_3$ to be $Q^3_\delta(z_3(t_3))$, which is correct for any trace-satisfying diagram. If a factor of $Q^r_\sigma$ is not evaluated at the correct argument according to these rules the approximate selected point is shown as an x in Figs. 3.7 and 3.8. This simplifying approximation may select an action that is too high (x higher than dot), as in
3.7(b) or an action that is too low (x lower than dot), as in 3.7(b) or 3.8(c). We expect the effect of this approximation to be small since factors of $Q_r^s$ are evaluated at the correct arguments in all trace-satisfying parent diagrams, and at least three of the evaluation points will be correct for all trace-satisfying diagrams.
Chapter 4

Results for One and Two Degrees of Freedom

4.1 One Degree of Freedom

OMT calculations of the third order vibrational response function are presented for a single degree of freedom with quantum Hamiltonian,

\[ \hat{H} = \frac{\hat{p}^2}{2m} + V(\hat{q}). \]  

(4.1)

The potential \( V(\hat{q}) \) in Eq. (4.1) is taken to be either the Morse potential,

\[ V(\hat{q}) = D \left( 1 - \exp \left[ -\frac{m\omega^2}{2D} \hat{q} \right] \right)^2, \]

or the potential for a quartically perturbed harmonic oscillator,

\[ V(\hat{q}) = \frac{1}{2}m\omega^2\hat{q}^2 + a\hat{q}^4. \]

The response function is plotted in dimensionless form, either as \( m^2\omega^2 R^{(3)}_{\gamma\beta\alpha}(t_3, t_2, t_1) \) for the Morse potential or as \( m^4\omega^5a^{-1} R^{(3)}_{\gamma\beta\alpha}(t_3, t_2, t_1) \) for the quartically perturbed harmonic potential. The response function is taken to be a function of the three dimensionless time intervals, \( \omega t_1, \omega t_2, \) and \( \omega t_3 \) with two additional dimensionless parameters. The first is a quantum mechanical parameter \( \beta \hbar \omega \) and the second is a classical parameter quantifying the system anharmonicity, \( \beta D \) for the Morse potential and \( a/(\beta m^2\omega^4) \) for the quartically perturbed potential. In these expressions, \( \beta \equiv 1/k_B T. \) The classical analog of Eq. (4.1) was used to propagate all trajectories in the OMT calculations. For this set of parameters, the 7 lowest energy eigenstates of the Hamiltonian are sufficient to converge the quantum response function calculation. These states are computed using a basis of 25 harmonic oscillator eigenstates.
4.1.1 NEFT Implementation Results

Here we present results for the numerically exact fixed-trajectory (NEFT) implementation of the OMT, discussed in Sec. 3.1, for all three time-dependences of the third order response function.

The real parts of $R_1^{(3)}(t,0,t)$ and $R_{III}^{(3)}(t,0,t)$, contributing in the $k_1 = -k_1 + k_2 + k_3$ and $k_{III} = k_1 + k_2 - k_3$ phase-matched directions, are shown in column (i) and column (ii) of Figure 4.1, respectively, for a thermal ensemble of Morse oscillators with $\beta\hbar\omega = 2$ and $\beta D = 40$. Quantum mechanical results are shown in row (a) and OMT results computed with the NEFT implementation are shown in row (b). Several quantum states are accessible at thermal equilibrium for this set of parameters. Therefore, OMT results were computed using a maximum initial action of $J_1 = 5\hbar$, which was sufficient to converge the action sum in Eq. (2.21) to the desired accuracy. Results are not presented for the $k_{II}$ phase-matched direction for these parameters because, on this scale, they are indistinguishable from results for the $k_{III}$ direction, shown in column (ii).

The $R_1^{(3)}(t,0,t)$ signal in column (i) of Figure 4.1 represents the vibrational echo. For this model the quantum mechanical response in (ai) nearly filters out all system frequencies except the anharmonic quantum frequency $\omega_{n+1,n} - \omega_{n+2,n+1} = \hbar\omega^2/2D$, as was previously shown in Fig. 7 of Ref. 64, with $\omega_{n,n'} \equiv (E_n - E_{n'})/\hbar$. The OMT result in (bi) reproduces this dominant oscillation. In the limit of harmonic selection rules, which restrict each field interaction to cause one-quantum transitions, this can be understood as the results of cancellation of time-evolution during the $t_1$ and $t_3$ time periods. In the $k_1$ phase-matched direction the two OMT diagrams with $J_1 = J_3$ evolve with the same frequency during the $t_1$ and $t_3$ time periods but with opposite phase, resulting in cancellation of all time dependence.
Figure 4.1: The real parts of $R_1^{(3)}(t, 0, t)$ and $R_{\text{III}}^{(3)}(t, 0, t)$ are shown in columns (i) and (ii), respectively for a thermal ensemble of Morse oscillators with $\beta \hbar \omega = 2$ and $\beta D = 40$. Quantum mechanical results are shown in row (a) and OMT results computed with the NEFT implementation are shown in row (b).

when $t_1 = t_3$, as discussed in Sec. 1.3. The time dependence arises for the echo condition in this limit entirely from the two OMT diagrams with $J_1 \neq J_3$ which contribute at the frequency difference given above. The accuracy of the OMT results demonstrates the ability of the method to reproduce frequency contributions with enough accuracy to replicate this signal cancellation. Both the quantum mechanical and the OMT results also show qualitatively similar higher frequency oscillations which are the result of anharmonic effects beyond the quasiharmonic limit of Eq. (2.10). In addition to the low frequency oscillation, the quantum mechanical $R_{\text{III}}^{(3)}(t, 0, t)$ signal in (aii) includes higher frequency contributions at approximately $2\omega$. The OMT approximation is again able to reproduce the relative contributions of these frequencies to replicate the quantum mechanical results.

All results in Fig. 4.1 are shown for a single period of oscillation given by
4\pi D/(\hbar \omega^2) \approx 251 \omega^{-1}. This slow oscillation has a frequency proportional to \hbar, representing a quantum recurrence that is entirely absent in a fully classical mechanical calculation of the response function for the same potential.\textsuperscript{75} Although the results are plotted for only a single period, a similar level of agreement between the results remains at long times as the response repeats. The OMT semiclassical calculation is therefore able to quantitatively reproduce this quantum recurrence, demonstrating that quantum effects in nonlinear vibrational response functions for anharmonic potentials can be accurately reproduced using the OMT approximation based on computing classical trajectories connected by deterministic transitions.

Figure 4.1 demonstrates that the OMT response can accurately reproduce \( t_1 \) and \( t_3 \) dynamics. Waiting time dynamics are investigated in Fig. 4.2, which shows the real part of \( R^{(3)}_{III}(5,t,0) \) for a thermal ensemble of Morse oscillators with the same parameters as in Fig. 4.1. Panel (a) of Fig. 4.2 shows the quantum mechanical result and the OMT result is given in panel (b). In the limit of harmonic selection rules, this component of the system response has nontrivial \( t_2 \) dependence for a single degree of freedom, arising from two-quantum coherences. Results corresponding to wavevectors \( k_I \) and \( k_{II} \) are not shown because, in this limit, these directions undergo population dynamics during the \( t_2 \) period. Therefore, for a single degree of freedom without population dynamics, these components show only weak \( t_2 \) dependence arising from multiple-quantum transitions not allowed in the harmonic limit. The OMT result in panel (b) shows overall good agreement with the quantum result, although there are some visible differences.

A quantitative comparison of the quantum mechanical and OMT results' waiting time dependences can be made more readily in the frequency domain. Fig-
Figure 4.2: The real part of $R_{III}^{(3)}(5, t, 0)$ is shown for a thermal ensemble of Morse oscillators with $\beta\hbar\omega = 2$ and $\beta D = 40$. The quantum mechanical result is shown in (a) and the OMT result calculated with the NEFT implementation is shown in (b).

Figure 4.3 shows $|\tilde{R}_{III}^{(3)}(5, \omega', 0)|^2$, the absolute square of the Fourier transform of $R_{III}^{(3)}(5, t, 0)$ in Fig. 4.2 with respect to the waiting time $t$. The quantum mechanical result is shown in panel (a) and the OMT result in panel (b). The quantum and semiclassical exact spectra for the vibrational Hamiltonian in Eq. (4.1) consist of Dirac delta function peaks since this model does not include any broadening mechanisms. Apparent peak widths in Fig. 4.3 are a result of the finite frequency resolution obtained by taking the discrete Fourier transformation of the response function for a finite time period. To approximately compare the relative contributions to the signal, peak areas have been computed. In Fig. 4.3, the integrated areas are shaded in gray, and the corresponding delta-function peak heights are indicated by colored dots. The spectra are normalized so that the dominant peak, associated with frequency $\omega_{2,0}$, has unit area. Gray dashed vertical lines label the frequencies and relative contributions present in the quantum spectrum in
Figure 4.3: The frequency dependence of $|\tilde{R}^{(3)}_{III}(5, \omega', 0)|^2$ for a thermal ensemble of Morse oscillators with $\beta \hbar \omega = 2$ and $\beta D = 40$ is shown on a semilogarithmic plot. The quantum mechanical result is shown in (a) and the OMT calculation in (b). Spectra are normalized so that the dominant peak at $\omega_{2,0}$ has unit area. Peaks associated with n-quantum coherences are labeled nQ.

In the limit of harmonic selection rules, the waiting time evolution of the $k_{III}$ signal is a result of two-quantum coherences with frequencies,

$$\omega_{n+2,n} = 2\omega - \left( \frac{\hbar \omega^2}{D} \right) \left( n + \frac{3}{2} \right).$$

The peaks corresponding to these frequencies are labeled 2Q in Fig. 4.3. The quantum mechanical result in Fig. 4.3(a) shows five peaks corresponding to these frequencies for $n = 0$ to $n = 4$. The OMT calculation in panel (b) quantitatively reproduces the 2Q frequencies present in the quantum mechanical response. The relative contributions of these frequencies are also well reproduced. In the quantum calculation of Fig. 4.3(a), the integrated areas of the 2Q peaks at $\omega_{3,1}$ and $\omega_{4,2}$ are...
18% and 1.7% of the area of the dominant 2Q peak at \( \omega_{2,0} \), respectively. In the OMT calculation in Fig. 4.3(b), these peaks have 17% and 1.5% of the relative area, respectively, similar to the quantum mechanical values.

The remaining peaks in Fig. 4.3 labeled 1Q, 3Q, and 4Q correspond to one, three, and four quantum coherence frequencies, respectively. These peaks are present in the spectrum due to deviations from the harmonic approximation of Eq. (2.10) and from harmonic selection rules. The peaks associated with 1Q and 3Q coherences are reproduced qualitatively by the OMT approximation, which results from this calculation employing numerically exact dynamics of the classical trajectories governed by the Morse potential. The 4Q frequencies are reproduced accurately in the OMT results, likely because the 4Q frequencies \( \omega_{n+3,n-1} \) correspond to the same average quantum number as the 2Q frequencies \( \omega_{n+2,n} \). Because of this, the two frequencies are represented in the OMT approximation by classical trajectories with the same action. The OMT result in Fig. 4.3(b) contains a spurious peak, not present in the quantum spectra, that corresponds to the system frequency \( \omega_{3,-1} \). This peak is labeled by a red dashed vertical line in Fig. 4.3(b) and is present in the OMT results because \( \omega_{3,-1} \) corresponds to the same average action as the allowed frequency, \( \omega_{2,0} \). The intensity of this extra 4Q peak is several orders of magnitude lower than the 2Q peaks so its presence does not result in a significant discrepancy in the time-domain plots shown in Fig. 4.2.

The calculations in Figs. 4.1-4.3 demonstrate the accuracy of the OMT method for the Morse potential. As noted in connection with Eqs. (2.14) and (2.17), the OMT is expected to be particularly accurate for the Morse potential, because the classically propagated frequencies are the same as the quantum mechanical frequencies. To assess the OMT for a more general anharmonic potential, the \( t_2 \)
Figure 4.4: The real part of $R_{III}^{(3)}(5, t, 0)$ for a thermal ensemble of quartically perturbed harmonic oscillators with $\beta \hbar \omega = \sqrt{2}$ and $a/(\beta m^2 \omega^4) = 0.025$ is shown in column (i). The corresponding frequency spectrum, $|\tilde{R}_{III}^{(3)}(5, \omega', 0)|^2$, is shown in column (ii). Dots indicate the area of each peak relative to the peak at $\omega_{2,0}$. Quantum mechanical results are shown in row (a) and OMT results in row (b). The principal features discussed in connection with the Morse oscillator calculations in Fig. 4.3 are also present for the quartically perturbed harmonic oscillator. The OMT results reproduce the 2Q peaks of the quantum mechanical response. Only this region of the frequency domain is shown in Fig. 4.4. Outside of this range the OMT calculation qualitatively reproduces minor frequency contributions present in the quantum results due to deviations from harmonic selection rules, as in Fig. 4.3. Despite only qualitative agreement, these peak intensities...
are several orders of magnitude lower than the dominant 2Q peaks and so have minimal impact on the time-domain results in column (i). Unlike the Morse oscillator results, the frequencies of 2Q peaks in Fig. 4.3(bii) are shifted relative to the exact quantum results in panel (aii), with the quantum frequencies and relative contributions shown as dashed gray lines in each panel for comparison. For these parameters, this shift is small with less than a 1% error in the dominant $\omega_{2,0}$ peak frequency. The relative areas of the overtone 2Q peaks are well reproduced by the OMT approximation. In the quantum mechanical results $\omega_{3,1}$ and $\omega_{4,2}$ contribute at 35% and 5% of the $\omega_{2,0}$ peak area, respectively. In the OMT result these relative contributions are 33% and 4%. The accuracy of the OMT results for the quartically perturbed harmonic potential in Fig. 4.4 demonstrates that the method can well approximate the quantum mechanical response function for more general anharmonic systems.

As demonstrated in Figs. 4.1-4.3 for a Morse potential and in Fig. 4.4 for a quartically perturbed harmonic potential, the OMT approximation is able to quantitatively reproduce dynamics during each of the three time periods for several phase-matched contributions to the third order response function. Specifically, it accurately reproduces waiting time dynamics for the $k_{\text{III}}$ signal which primarily results from the evolution of two-quantum coherences, overcoming the shortcomings of the MT approximation as discussed in Appendix B.

### 4.1.2 Comparison of OMT Implementations

OMT results in Sec. 4.1.1 are computed using the numerically exact fixed-trajectory implementation (NEFT). For systems with a larger number of degrees of freedom, the NEFT method becomes intractable and the more approximate
fixed-trajectory (FT) and forward-backward (FB) implementations must be applied. Here we will compare results for a single degree of freedom computed with these three implementations.

Figure 4.5 shows results for a thermal ensemble of Morse oscillators with $\beta \hbar \omega = 2$ and $\beta D = 40$. $\left| \tilde{R}_I^{(3)}(\omega', 0, \omega') \right|^2$, $\left| \tilde{R}_{III}^{(3)}(\omega', 0, \omega') \right|^2$, and $\left| \tilde{R}_{III}^{(3)}(5, \omega', 0) \right|^2$ are shown in columns (i), (ii), and (iii), respectively. Quantum mechanical results and results computed with the NEFT are shown in rows (a) and (b). The frequency spectra in (ai), (aii), (bi), and (bii) correspond to the time-domain results in the same panels of Fig. 4.1. These results show that there is quantitative agreement between OMT and quantum mechanical results for the parameters and time dependences in Fig. 4.1. The waiting time results in (aiii) and (biii) reproduce the dominant frequency contributions of Fig. 4.3 on a linear scale. FT results are shown in row (c). For these results the maximum initial energy was taken to be $J_1 = 5\hbar$ and the angle average was approximated using 25 states in the angle sampling portion of the initial action trajectory. This portion of the discrete trajectories was of length $8\omega^{-1}$ with step size $0.05\omega^{-1}$, sufficiently long to include a period of oscillation for each action value sampled. Third order perturbation theory in anharmonicity was used to compute initial conditions as described in Appendix A. FB results are shown in row (d). These results were computed with 500 initial conditions, using third order perturbation theory both to select initial conditions and to perform action jumps. Dashed vertical lines running through all spectra indicate the dominant frequencies present in the quantum mechanical results. Gray shadings indicate regions integrated to obtain peak areas, shown as dots. All spectra were normalized so that the dominant peak has unit area.

As previously discussed, the NEFT implementation shows excellent agreement
Figure 4.5: $|\tilde{R}_1^{(3)}(\omega', 0, \omega')|^2$, $|\tilde{R}_{\text{III}}^{(3)}(\omega', 0, \omega')|^2$ and $|\tilde{R}_{\text{III}}^{(3)}(5, \omega', 0)|^2$ are shown in columns (i), (ii), and (iii), respectively, for a thermal ensemble of Morse oscillators with $\beta h\omega = 2$ and $\beta D = 40$. Dots indicate the area of each peak relative to the dominant peak in each spectrum, with the integrated areas shown in gray. Quantum mechanical results are shown in row (a). OMT results computed with the NEFT, FT, and FB implementations are shown in rows (b), (c), and (d), respectively.

with the quantum mechanical results. The FT results shown in (c) also well reproduce the frequencies present in the quantum mechanical results and their relative contributions. As in the NEFT calculation, the FT implementation uses a single set of numerical trajectories. As a reminder, the main differences between the methods are: (1) using approximate, instead of exact, actions which are computed using perturbation theory; (2) approximating constant angle jumps by determin-
ing the state on the final trajectory closest to the harmonically scaled initial phase space point; and (3) treating the angle average as an average over a few initial times, rather than performing a numerical integration over the angle variable. For this system and the order of perturbation theory applied, these approximations do not affect the ability of the OMT to accurately reproduce the dominant features of the spectra.

Results computed using the FB method are given in row (d) of Fig. 4.5. Overall, these results also show good agreement with the quantum spectra. The dominant frequencies are accurately reproduced but some overtone contributions in (dii) and (diii) are overestimated. Some aspects of this implementation are more accurate than in the FT method. For example, instead of using harmonic scaling to approximate constant angle jumps, position and momentum values are numerically inverted using perturbation theory to determine the angle prior to the jump at time \( t_2 \), and the angle is known exactly at time \( t_1 \). These angles are used to determine initial conditions for the appropriate segments of each OMT diagram using perturbation theory. Also, the initial angle average is performed explicitly, not as a time average of a single, perturbatively determined, trajectory as the in FT implementation. This increased accuracy of averaging is apparent if the spectra are viewed on a semilogarithmic plot as in Fig. 4.3 (not shown). Due to noise, the FT calculation has difficulty reproducing low-intensity contributions. Despite this, there are advantages of using a single fixed set of trajectories in addition to making the phase space average more efficient. If perturbation theory results in less accurate approximations of the desired quantized trajectories, averaging diagrams computed with different actions will result in an overall decay in the time-domain, manifesting as peak broadening in the FB frequency spectra. In contrast, this diminished accuracy will result in small frequency shifts in the FT spectra.
These results demonstrate that both the FT and FB implementations are capable of reproducing the quantum mechanical response function to a high level of accuracy, similar to the accuracy of the NEFT implementation. The FT method is especially applicable to systems consisting of a small number of strongly coupled oscillators, particularly when the system cannot access many states at thermal equilibrium. The angle average in the FT implementation can generally be performed using a few initial states. For this set of parameters, 25 initial states was sufficient to converge the system response; however, this number will increase with the number of degrees of freedom. The FB method requires averaging trajectories that are computed using perturbation theory. For high anharmonicity oscillators this can cause artificial dephasing in the response function if the perturbation theory results do not sufficiently approximate the good action-angle variables. Here, third order perturbation theory was sufficient to well reproduce the system response. The development of this implementation was motivated in Chapter 3 by the need to treat systems with disparate frequency scales. For these systems there are dephasing mechanisms which may dominate the spurious dephasing caused by the angle average when the action-angle description is less accurate.

4.2 Two Degrees of Freedom

We present calculations of the third order vibrational response function components associated with wavevectors $\mathbf{k}_I$ and $\mathbf{k}_{II}$ for two coupled oscillators described by the quantum Hamiltonian,

$$\hat{H} = \frac{\hat{p}^2_a}{2m_a} + \frac{\hat{p}^2_b}{2m_b} + V_a(\hat{q}_a) + V_b(\hat{q}_b) + c_{ab}\sqrt{m_\alpha m_\beta}\omega_\alpha \omega_\beta \hat{q}_a \hat{q}_b$$  (4.3)
We take, \( \hat{\mu}_c \propto \hat{q}_a \) in Eq. (1.10), so that local mode \( a \) directly interacts with the electric field and local mode \( b \) is dark. This model can be characterized by the mass ratio \( \gamma_m \equiv m_b/m_a \), the frequency ratio \( \gamma_\omega \equiv \omega_b/\omega_a \), \( \beta \hbar \omega_a \), and the intermode bilinear coupling \( c_{ab} \). The chromophore \( a \) is taken to be a Morse oscillator with dimensionless well depth \( \beta D_a \) and harmonic frequency \( \omega_a \) and mode \( b \) is taken to be either a harmonic oscillator or a second Morse oscillator with anharmonicity defined by \( \beta D_b \).

OMT results are compared to quantum mechanical calculations computed in the basis of harmonic product states using 15 eigenfunctions per mode. OMT results were computed using the fixed-trajectory implementation presented in Sec. 3.2. Initial coordinates and momenta were approximated using action-angle perturbation theory, reviewed in Appendix A. Corrections to the harmonic action-angle solutions of the normal mode coordinates and momenta were treated to second order in cubic anharmonicity and to first order in quartic anharmonicity. Initial actions for each oscillator were varied between \( \hbar/2 \) and \( 5\hbar/2 \) in steps of \( \hbar \), requiring 58 classical trajectories in which the normal mode actions vary between \( \hbar/2 \) and \( 4\hbar \) in steps of \( \hbar/2 \). The angle sampling portion of the trajectory is of length \( t_{\text{ang}} = 4000\omega_a^{-1} \) with step size of \( 1.5\omega_a^{-1} \) between discrete states and the propagation portion of the trajectory is of length \( t_{\text{prop}} = 6000\omega_a^{-1} \). Initial angle values were chosen from a uniform probability distribution. The statistical weight of each diagram, \( \Delta F \), in Eq. (2.23) was not renormalized to account for quantization in computing spectra in this section. This results in discrepancies in the absolute intensities of the quantum mechanical and OMT spectra, which are not compared. Because the action and angle variable solutions are approximate, varying the angles used to initialize the fixed trajectories causes small amplitude changes and frequency shifts in the calculated spectra. Increasing anharmonicity
and allowing $\gamma_\omega$ to approach one increases the size of these variations, due to the decreasing accuracy of the perturbation theory results.

We calculate the response functions for the two phase-matched directions associated with the wavevectors, $k_I = -k_1 + k_2 + k_3$ and $k_{III} = k_1 + k_2 - k_3$. The dependence of each of these response functions on the propagation times $t_1$, $t_2$, and $t_3$ may be qualitatively interpreted by expressing each response function as a sum of 2FDs as in Fig. 2.1 and considering each 2FD in the harmonic limit. For both signals, during $t_1$ and $t_3$ one oscillator evolves in a one-quantum coherence and the other oscillator evolves in a population. In the $k_I$ signal, each oscillator evolves in a population during the $t_2$ waiting time, while the $k_{III}$ signal has contributions from two distinct processes during the waiting time. If both normal modes interact with the electric field, as in the OMT diagrams in panels (b)-(d) of Fig. 2.6, then both modes will evolve as populations. If the radiation only interacts directly with one normal mode as in Fig. 2.6(aii), then that mode will evolve in a two-quantum coherence during the waiting time and the other mode will evolve as a population. The contribution from the latter diagrams is expected to dominate the $k_{III}$ $t_2$-dependence for the present model since these diagrams display appreciable dynamics, even in the harmonic limit.

Results are displayed as the absolute square of the one-sided Fourier transform of the response function with respect to $t_1 = t_3 = t$ in Fig. 4.6 and with respect to $t_2$ in Fig. 4.7. The model defined in Eq. (4.3) has neither dissipation nor static disorder so apparent linewidths are an artifact of computing the Fourier transform over a finite time interval. Therefore, peak areas were computed to better compare relative frequency contributions. In all figures, each spectrum is scaled so that the dominant peak has unit area. Quantum mechanical peak areas are shown as gray.
circles and OMT peak areas are shown as green dots. The frequency range in each plot was chosen to show the dominant contributions to the signal. The response function for a particular phase-matching condition, \( R_{\beta \alpha}^{(3)}(t_3, t_2, t_1) \) in Eq. (1.10), is complex-valued and the absolute square of its Fourier transform with respect to time arguments need not be even in frequency. Both positive and negative frequencies are shown for the \( k_I \) signal in Fig. 4.6. In all other figures, only positive frequencies are shown either because the signal is nearly symmetric in frequency, as for the \( k_I \) signal in Fig. 4.7, or because there is no significant contribution at negative frequencies, as for the \( k_{III} \) signal in Figs. 4.6 and 4.7.

Column (i) of Fig. 4.6 shows the absolute square of the Fourier transform of \( R_{I}^{(3)}(t, 0, t) \), the vibrational echo signal, and column (ii) shows the absolute square of the Fourier transform of \( R_{III}^{(3)}(t, 0, t) \). Numerically exact quantum spectra are shown as gray dashed lines and OMT results are given with solid green lines. In rows (a)-(c), the bright Morse oscillator is coupled to a harmonic oscillator with \( \beta D_a = 40, \beta \hbar \omega_a = 2, \gamma_m = 1 \), with different coupling constants, \( c_{ij} \) as defined in Eq. (4.3). In row (a) \( c_{ab} = 0 \), reproducing the signal for a thermal ensemble of noninteracting Morse oscillators in Fig. 4.5(a) and (c). The dominant peak in the \( k_I \) signal in panel (ai) is at \( -\Delta_{\text{anh}} \), with \( \Delta_{\text{anh}} = \hbar \omega_a^2/2D_a \) the anharmonic frequency of a Morse oscillator. Row (b) shows calculations for coupled oscillators, with \( c_{ab} = 0.05 \) and \( \gamma_\omega = 0.9 \). For the \( k_I \) signal in panel (bi), coupling shifts the dominant peak to lower absolute frequency and introduces smaller amplitude peaks. The second largest frequency contribution, for example, is the first overtone of the anharmonic frequency. Both the frequency shift and appearance of this secondary frequency are reproduced by the OMT calculation. For the \( k_{III} \) signal in panel (bii), the primary effect of the coupling on the quantum response is to introduce frequency shifts, which are also present in the OMT result. In row
Figure 4.6: $|\tilde{R}_1^{(3)}(t,0,t)|^2$ and $|\tilde{R}_{III}^{(3)}(t,0,t)|^2$ are shown in columns (i) and (ii), respectively. Row (a) shows results for a thermal ensemble of Morse oscillators with $\beta D_a = 40$ and $\beta\hbar\omega_a = 2$. Rows (b) and (c) show results for a thermal ensemble of Morse oscillators, described by the same parameters as in (a), each coupled to a dark harmonic oscillator with $\gamma_m = 1$ and $c_{ab} = 0.05$. In row (b) $\gamma_\omega = 0.9$ and in row (c) $\gamma_\omega = 0.95$. Row (d) shows spectra for a thermal ensemble of two bilinearly coupled Morse oscillators with $\beta D_a = \beta D_b = 410$, $\beta\hbar\omega_a = 8$, $\gamma_m = 1$, $\gamma_\omega = 0.994$, and $c_{ab} = 0.05$. Quantum calculations are shown as gray dashed lines, with peak areas indicated by gray circles and OMT results are in green, with peak areas indicated by green dots.
(c), the coupling $c_{ab} = 0.05$ is maintained, but the interaction is increased by bringing the oscillators closer to resonance with $\gamma_\omega = 0.95$. Comparing to the uncoupled results in row (a), the effects of the coupling are more pronounced in row (c) than in row (b). The OMT does not reproduce all peak amplitudes, but does show many features characteristic of the oscillators’ interaction present in the quantum results. For example, the frequency shifts in Fig. 4.6(ci) and (cii), relative to panel (a), are well reproduced. However, the appearance of two pairs of peaks near $-0.05\omega_a$ and $0.05\omega_a$, generated predominantly by diagrams corresponding to two interactions with each normal mode, is not well reproduced by the OMT results. The parameters used in rows (a)-(c) of Fig. 4.6 correspond at room temperature to oscillators of relatively low frequency and high anharmonicity. Row (d) shows calculations more appropriate to high frequency modes at room temperature. Signals are shown for two interacting Morse oscillators, with $\beta D_a = \beta D_b = 410$, $\beta \hbar \omega_a = 8$, $\gamma_m = 1$, $\gamma_\omega = 0.994$, and $c_{ab} = 0.05$. At room temperature, these parameters correspond to a local mode frequency of approximately $1650 \text{ cm}^{-1}$ and an anharmonicity, $\Delta_{\text{anh}} \approx 16 \text{ cm}^{-1}$, roughly the frequency and anharmonicity characterizing a peptide unit in an amide I mode. The OMT well reproduces the effects of interactions in Fig. 4.6(di) and (dii). Signal contributions near $-0.05\omega_a$ and $0.05\omega_a$, are reproduced in the OMT result in Fig. 4.6(di) and the relative frequency contributions in the quantum results are well reproduced by the OMT, particularly in Fig. 4.6(dii).

The waiting time dependence of the response function is examined in Fig. 4.7, which shows the absolute square of the Fourier transforms of $R_I^{(3)}(5, t, 0)$ in column (i) and of $R_{III}^{(3)}(5, t, 0)$ in column (ii). The parameters are the same as in each corresponding panel of Fig. 4.6. For uncoupled oscillators in panel (ai), the $k_I$ signal is not well reproduced by the OMT approximation. All contributions to this
Figure 4.7: $|\tilde{R}^{(3)}_I(5, \omega, 0)|^2$ and $|\tilde{R}^{(3)}_{III}(5, \omega, 0)|^2$ are shown in columns (i) and (ii), respectively, for the same parameters as in the corresponding panels of Fig. 4.6.

signal result from transitions forbidden under harmonic selection rules and hence occur at relatively low amplitude, which is not apparent in the figure because of normalization. When coupling is introduced in panel (bi), low frequency peaks appear in the quantum response corresponding to coherence oscillation between the modes. For a harmonic system this frequency corresponds to the difference in the one-quantum coherence frequencies of the normal modes, or approximately 0.11 for these parameters. The quantum response shows a peak shifted to lower frequency, indicating the effects of anharmonicity. The OMT does not reproduce the amplitude of these peaks in panel (bi), but does show small contributions to
the system response near this frequency. In panel (ci), the frequency correspond-
ing to coherence oscillation during the waiting time is dominant in the quantum
calculation and there are larger amplitude contributions to the response near this
frequency in the OMT result. Near the dominant peak in the quantum result at
approximately $0.055\omega_a$, the OMT spectra shows two nearly resonant features. For
the lower anharmonicity system in panel (di), the OMT well reproduces the $k_1$
signal.

The OMT and quantum calculations in panel (aii) in Fig. 4.7 are in good
agreement, showing that for a single anharmonic oscillator, the OMT can well
describe the time-evolution of two-quantum coherences. When the interaction
between the oscillators is introduced in panel (bii) and increased in panel (cii), the
OMT well reproduces the frequency shifts relative to the uncoupled case, although
the dominant quantum peak in panel (cii) is again split into two near resonant
peaks in the OMT response.

In this section, the FT implementation of the OMT was tested on thermal en-
sembles of pairs of interacting oscillators, with a bright anharmonic local mode cou-
pled to a dark mode that was either harmonic or anharmonic. The responses asso-
ciated with four-wave-mixing signals in phase-matched directions $-k_1+k_2+k_3$ and
$k_1+k_2-k_3$ were determined, and dynamics of all time arguments of $R_3(\gamma,\beta,\alpha)(t_3, t_2, t_1)$
were considered. The OMT approximation well reproduced both the dynamics of
one-quantum and two-quantum coherences and the dynamics of coherence oscil-
lation during the waiting time. The OMT approximation did particularly well
at reproducing the quantum spectra for low anharmonicity vibrations with pa-
rameters similar to those that would be found in an amide I vibration. As the
interaction between the modes was increased, either by increasing the coupling
term in the potential energy or by making the local mode frequencies more simi-
lar, the OMT calculation became less accurate. These trends are expected as the
derivation of the OMT and its approximate implementation rely on the evolution
of perturbative corrections to the harmonic normal modes well approximating the
evolution of quantum mechanical eigenstates.
Chapter 5

Results for System-Bath Models

We present results for a single oscillator coupled to a bath in Sec. 5.1 and for two near-resonant oscillators coupled to a bath in Sec. 5.2. The purely absorptive spectrum, \( R_{\text{abs}}(\omega_3, \omega_1; t_2) \), obtained by combining the rephasing and nonrephasing responses, defined in Eq. (1.11) and discussed in Chapter 1, is the primary result computed.

In both sections, the bath coupling coefficients and frequencies are defined to be consistent with a specified spectral density, \( J(\omega) \equiv \sum_j c_j^2/(2m_j\omega_j)\delta(\omega - \omega_j) \). We take \( J(\omega) \) in the continuum limit to be Ohmic with a Lorentzian cutoff

\[
J(\omega) = \frac{\eta \gamma^2 \omega}{\pi \gamma^2 + \omega^2}
\]  

(5.1)

where \( \gamma \) controls the width of \( J(\omega) \) and \( \eta \) is the classical friction coefficient. This continuous distribution is approximated by a discrete bath of \( N_B \) oscillators with linearly spaced frequencies, \( \omega_j = (j - 1)\Omega/(N_B - 1) \), and maximum frequency \( \Omega \) by taking the coupling constants \( c_j \) to be

\[
\frac{c_j^2}{m_j\omega_j^2} = \frac{2\eta\Omega}{\pi(N_B - 1)} \frac{\gamma^2}{\gamma^2 + \omega_j^2} \quad j = 2, 3, \ldots, N_B - 1
\]  

(5.2)

To better approximate a continuous bath, \( \omega_1 \) is taken to be a zero frequency mode which contributes a frequency shift to the chromophore. The coupling coefficients of this zero frequency mode and of mode \( N_B \) with frequency \( \Omega \) are given by half the right side of Eq. (5.2).
5.1 One Oscillator with a Bath

In this section, we treat a single chromophore mode $a$ coupled to a bath of harmonic oscillators as defined by the quantum Hamiltonian,

$$\hat{H} = \hat{H}_a + \sum_{j=1}^{N_B} \frac{\hat{p}_j^2}{2m_j} + \frac{m_j\omega_j^2}{2} \left( \hat{q}_j - \frac{c_j V(\hat{q}_a)}{m_j\omega_j^2} \right)^2. \quad (5.3)$$

Here $\hat{H}_a$ is the chromophore Hamiltonian, $m_j$ and $\omega_j$ are the mass and frequency of bath mode $j$, and $c_j$ quantifies the coupling between mode $j$ and the chromophore. The dependence of the coupling on the chromophore coordinate is determined by $V(\hat{q}_a)$, which has dimensions of length. We will consider this function up to second order in chromophore coordinate

$$V(\hat{q}_a) = v_{LL}\hat{q}_a + \frac{v_{SL}}{2}\hat{q}_a^2, \quad (5.4)$$

with $v_{LL}$ and $v_{SL}$ quantifying linear-linear (LL) and square-linear (SL) coupling, respectively. We describe the chromophore-bath coupling in terms of the dimensionless parameters $\nu_{LL} = v_{LL}(\eta/m_ao_a)^{1/2}$ and $\nu_{SL} = v_{SL}(\eta\hbar/m_ao_a^2)^{1/2}$.

Defining the overlap of normal mode $i$ with the chromophore mode $a$ by $\kappa_{ai}$ in the expansion, $\hat{q}_a = \sum_{i=1}^{N_B+1} \kappa_{ai} \hat{x}_i$, only one normal mode will have significant overlap with the chromophore for the couplings investigated here. We will refer to this mode as the ‘system’ normal mode labeled 1 and to the other $N_B$ modes as ‘bath’ normal modes. Because $\kappa_{a1}^2 \gg \kappa_{ar}^2$ for $r \neq 1$ the OMT calculation in Eq. (2.21) can be greatly simplified,

$$R_{\gamma\beta\alpha}(t_3, t_2, t_1) \approx \kappa_{a1}^4 \rho_{\gamma\beta\alpha}^1(t_3, t_2, t_1). \quad (5.5)$$

Within this approximation only action jumps in the system normal mode are allowed. This approximation corresponds to computing contributions to the two-dimensional spectrum from the diagonal peak near the fundamental frequency of
the system normal mode and the peaks associated with overtone transitions in this mode.

OMT results are computed using the FB implementation described in Sec. 3.3. The required canonical transformation between normal modes and action-angle variables is approximated using perturbation theory, as described in Appendix A, to zeroth order in the anharmonic couplings involving bath normal modes and to first order in cubic anharmonicity for the system normal mode. Following the third interaction with the field, values of \( z_3 \) are computed by numerically inverting the perturbative coordinate and momentum expressions to determine \( \phi_2(t_2) = \phi_3 \), assuming the actions are unchanged during the trajectories. The statistical weight in Eq. (3.3) is approximated by \( \Delta F(z_1(t_1)) \approx F(z_1(t_1))|_{J_1 \rightarrow J_1 - \hbar/2} \), which is valid for \( \beta \hbar \omega_1 \gg 1 \). In sampling initial actions, the dependence of the full Hamiltonian on action variables is approximated as a sum of uncoupled contributions with the system mode treated perturbatively to second order in cubic anharmonicity and the bath modes treated harmonically. All trajectories used to compute diagrams with a given set of initial actions, \( J_1 \), are initiated with the same set of initial angle values.

Quantum calculations of purely absorptive spectra for the continuum limit of this model were performed by Ishizaki and Tanimura\textsuperscript{43} using a quantum Fokker-Planck equation approach.\textsuperscript{80,81} Our semiclassical results are compared qualitatively to these quantum calculations. OMT results are also compared to the widely applied fluctuating-frequency approximation,\textsuperscript{82,83} where the effect of the bath interaction is approximated by Gaussian fluctuations in the chromophore frequency. This approximation is expected to be valid for weak coupling to an off-resonance bath.\textsuperscript{43} The rephasing response associated with wavevector \( k_I = -k_1 + k_2 + k_3 \)
and the nonrephasing response associated with wavevector \( \mathbf{k}_II = \mathbf{k}_1 - \mathbf{k}_2 + \mathbf{k}_3 \) for this approximation are,\(^5,^{11,43,72}\)

\[
R(3)_{I}(t_3,t_2,t_1) \approx \left(\frac{i}{\hbar}\right)^3 \left(2\mu_{10}^4 - \mu_{10}^2\mu_{21}^2 e^{i\Delta_{anh}t_3}\right) e^{-i\omega_{10}(t_3-t_1)} e^{-g(t_3)-g(t_1)+f(t_3,t_2,t_1)}
\]

(5.6)

\[
R(3)_{II}(t_3,t_2,t_1) \approx \left(\frac{i}{\hbar}\right)^3 \left(2\mu_{10}^4 - \mu_{10}^2\mu_{21}^2 e^{i\Delta_{anh}t_3}\right) e^{-i\omega_{10}(t_3+t_1)} e^{-g(t_3)-g(t_1)-f(t_3,t_2,t_1)}
\]

(5.7)

with,

\[g(t) = \int_0^t d\tau \int_0^\tau d\tau' C_{\omega\omega}(\tau'),\]

(5.8)

\[f(t_3,t_2,t_1) = g(t_2) - g(t_2 + t_1) - g(t_3 + t_2) + g(t_3 + t_2 + t_1).\]

(5.9)

We treat the dipole matrix elements, \( \mu_{10} \) and \( \mu_{21} \), in Eqs. (5.6) and (5.7) in the harmonic limit so that \( \mu_{10} = \sqrt{\hbar/(2m_a\omega_a)} \) and \( \mu_{21} = \sqrt{2}\mu_{12} \). Within the approximations of Eqs. (5.6)-(5.9) the rephasing and nonrephasing response functions are determined by the frequency autocorrelation function \( C'_{\omega\omega}(t) \equiv \langle \delta\omega_{10}(t)\delta\omega_{10}(0) \rangle \).

In the present model this autocorrelation function is given in terms of the classical friction kernel \( \eta(t) \) for \( \nu_{LL} = 1 \) as

\[
C'_{\omega\omega}(t) = \frac{k_B T}{4\eta\hbar} \left( \nu_{SL} + 3\sqrt{\hbar\omega_a/2D} \nu_{L} \right)^2 \eta(t) \left( \sum_j \frac{c_j^2}{m_j\omega_j^2} \cos\omega_j t \right)
\]

(5.10)

This is the discrete bath analog of the results in Eqs. (2.15) and (3.18b) of Ref. 43 for a continuum bath, with coordinate matrix elements evaluated to lowest order in anharmonicity. In Sec. 5.1.1 we treat a low frequency bath within these approximations and in Sec. 5.1.2 we treat a weakly coupled near-resonant bath.
5.1.1 Low Frequency Bath using FB Implementation

In this section purely absorptive spectra are shown for bath parameters in the pure
dephasing regime in which the fluctuating-frequency approximation is expected to
accurately reproduce the response. We treat the Hamiltonian in Eq. (5.3), with
the chromophore mode $a$ taken to be a Morse oscillator defined by dimensionless
parameters, $\beta D = 391$ and $\beta \hbar \omega_a = 7.75$. Here $D$ is the Morse oscillator well
depth and $\omega_a$ is the harmonic frequency of local mode $a$. For the fundamental
frequency $\omega_{10} = \omega_a - \Delta_{\text{anh}} = 1600 \text{ cm}^{-1}$ at 300 K this corresponds to anharmonicity
$\Delta_{\text{anh}} = \hbar \omega_a^2 / 2D = 16 \text{ cm}^{-1}$. These parameters are appropriate to describe the
amide I band and are used in Ref. 43. The width of the spectral density in
Eq. (5.1) is taken to be $\gamma = 4.95 \times 10^{-3} \omega_a$, with $N_B = 21$ and maximum bath
frequency $\Omega = 0.02 \omega_a$.

In Fig. 5.1 we treat the system with bilinear coupling with $\nu_{LL} = 1.41$ and
$\nu_{SL} = 0$. These parameters correspond to a finite bath version of the quantum
calculation in Fig. 5(a-i) of Ref. 43. Purely absorptive spectra for the fluctuating-
frequency approximation are shown in row (a) and for the OMT approximation using
5000 initial conditions in row (b). Columns (i)-(iii) show spectra for $\omega_a t_2 = 0$, 150, and 1200, respectively. For typical amide I vibrational frequencies the
waiting times in columns (ii) and (iii) correspond to approximately 0.5 and 4
ps, respectively. The fluctuating-frequency approximation spectrum at $t_2 = 0$
in Fig. 5.1(ai) shows diagonal elongation, indicating inhomogeneous broadening
that is characteristic of waiting times short relative to relaxation time scales. The
bath-induced broadening present in the OMT spectrum at $t_2 = 0$ in panel (bi)
qualitatively agrees with the fluctuating-frequency result in (ai). In addition to
broadening, the OMT result shows a bath-induced shift in the center of both peaks.
Figure 5.1: $R_{\text{abs}}(\omega_3, \omega_1; t_2)$ is shown for an anharmonic oscillator interacting bilinearly with a medium. Row (a) shows results of the fluctuating-frequency approximation and OMT results are shown in row (b). Spectra are shown for $\omega_a t_2 = 0$ in column (i), $\omega_a t_2 = 150$ in column (ii), and for $\omega_a t_2 = 1200$ in column (iii). Results for each approximation are normalized to the maximum absolute value at $t_2 = 0$. Six contours equally spaced between -1 and 0 and between 0 and 1 are shown, with negative contours in blue and positive in red.

to higher frequency. This shift is also present in the quantum results of Ref. 43, but absent in the fluctuating-frequency result in Fig. 5.1(ai). The frequency shift in the $t_2 = 0$ spectra is also present at later $t_2$ times in column (ii) and (iii). As the waiting time is increased, changes in the relative contributions of the rephasing and nonrephasing responses cause the peaks to become more symmetric, indicating homogeneous broadening. Both the degree of broadening and the crossover between diagonally broadened and symmetric peaks are accurately reproduced by the OMT results as seen from comparison of the two rows in Fig. 5.1. The $t_2$-dependence was not considered in Ref. 43, so no comparison to quantum mechanical results is made. In the pure dephasing limit, all broadening from LL coupling is a result of the system anharmonicity, as is evident in Eq. (5.10) where the LL term
Figure 5.2: Purely absorptive spectra are shown for the same parameters as in Fig. 5.1 but with quadratic coupling, $\nu_{LL} = 0, \nu_{SL} = 0.704$. Fluctuating-frequency approximation results are shown in row (a) and OMT results in row (b). The $t_2$ values are the same as in Fig. 5.1.

is proportional to $D^{-1/2}$. Accurately reproducing the broadening present in the fluctuating-frequency approximation demonstrates that important anharmonic effects are incorporated into the OMT description by propagating trajectories with the full Hamiltonian.

In Fig. 5.2, the calculations in Fig. 5.1 are repeated for chromophore-bath coupling that is quadratic in the chromophore coordinate, $\nu_{LL} = 0, \nu_{SL} = 0.704$. These correspond to the coupling parameters used in Fig. 5(a-ii) of Ref. 43. The OMT results in Fig. 5.2(b) were computed using 35,000 initial conditions, although qualitative features were apparent with a few thousand initial conditions. The waiting time dynamics of the spectra in Fig. 5.2 are qualitatively similar to the dynamics in the LL coupling case. At $t_2 = 0$ peaks show inhomogeneous broadening, and become homogeneously broadened as the waiting time increases. There is greater line broadening for the SL coupling in Fig. 5.2 than for the LL coupling shown
Figure 5.3: $|R_{I/II}^{(3)}(t,t_2,t)/R_{I/II}^{(3)}(t,0,t)|$ is shown for the same parameters as in Fig. 5.2. The rephasing response is shown in panel (a) and the nonrephasing response in panel (b). Three $t = t_1 = t_3$ values are shown in each panel: $\omega_a t = 30$ (blue), 90 (red), and 180 (purple). Fluctuating-frequency approximation results are shown with dashed lines and OMT results with solid lines.

in Fig. 5.1, in agreement with the $t_2 = 0$ calculations in Ref. 43. The OMT approximation reproduces the line shapes of the fluctuating-frequency approximation including the decay in the peak amplitude as a function of $t_2$ as well as the degree of dephasing relative to the LL case. Unlike LL coupling terms, anharmonic SL coupling terms do not enter in determining normal modes. The SL coupling terms are only incorporated in the OMT approximation through their presence in the full Hamiltonian used to propagate trajectories. The results in Fig. 5.2 again demonstrate the capacity of the OMT to reproduce anharmonic effects, even when action-angle variables are crudely approximated.
We further investigate the waiting time dynamics predicted by the OMT approximation in Fig. 5.3 which shows the waiting time dynamics of the absolute value of the rephasing response in panel (a) and of the nonrephasing response in panel (b) for the same parameters as Fig. 5.2. All signals in Fig. 5.2 are normalized to the maximum absolute value in their corresponding $t_2 = 0$ spectra. Fluctuating-frequency results are shown as dashed lines and OMT results are shown as solid lines. Three values of $t = t_1 = t_3$ are shown for each signal, $\omega_a t = 30$ (blue), 90 (red), and 180 (purple). For a fundamental transition frequency of 1600 cm$^{-1}$ these values correspond to approximately 100, 300, and 600 fs, respectively. This is a rigorous test of the OMT since all $t_2$-dynamics of the response functions in Fig. 5.3 are the result of chromophore-bath couplings. The fluctuating-frequency approximation rephasing responses in panel (a) show an overall decay with waiting time, with greater relative decay for larger $\omega_a t$ values. The rephasing and nonrephasing signals in panels (a) and (b) are reciprocals in the fluctuating-frequency approximation, so that the nonrephasing results show corresponding increases with waiting time. The OMT results share these features. Relative to the fluctuating-frequency approximation, the OMT results consistently show less decay in the rephasing signal and smaller increases in the nonrephasing signal, so that the OMT results in panels (a) and (b) are also approximately reciprocals. In panel (b) qualitatively similar small amplitude oscillations, caused by the finite bath, are apparent in both results, especially for $\omega_a t = 180$ shown in purple. Results in Ref. 43 were computed at $t_2 = 0$ so no comparison to quantum calculations is made.

In the pure dephasing limit of a weakly-coupled off-resonance bath, our results agree both with the fluctuating-frequency approximation, established to work well in this limit, and with the quantum calculations of Ishizaki and Tanimura$^{43}$ for both forms of chromophore-bath interactions. While this weak-coupling limit is theoreti-
ically simple, it poses a significant numerical challenge for the OMT. First, there is a large disparity in frequency scales, one of the challenges that motivated the development of the FB implementation. Second, achieving correct time-dependences of the response function requires extensive averaging over initial conditions and adequate treatment of transitions in system action at constant angle variables.

5.1.2 High Frequency Bath using FB Implementation

In Sec. 5.1.1 OMT results were compared to results computed within the fluctuating-frequency approximation in the pure dephasing regime, in which the fluctuating-frequency approximation is expected to accurately reproduce the response function. This approximation is not expected to well describe broadening in the motional narrowing regime.\footnote{Figure 5.4 shows purely absorptive spectra for such a model, where the width of the bath spectral density has been increased relative to that of Figures 5.1-5.3 and the chromophore-bath coupling is bilinear, facilitating single quantum excitation transfer between the system and bath. The bath parameters are given by $\gamma = 9.90 \times 10^{-2} \omega_a$, $N_B = 126$ and $\Omega = 1.4654 \omega_a$, with the maximum bath frequency chosen to avoid resonances with the chromophore mode. The coupling parameters are $\nu_{LL} = 0.222$ and $\nu_{SL} = 0$. These are the same coupling strengths used in Fig. 3(i) of Ref. 43 but here the width of the spectral distribution is a factor of 5 smaller to reduce the number of oscillators in the finite bath. Fluctuating-frequency results are shown in panel (a) and OMT results computed from 5000 initial conditions are shown in panel (b). Spectra are shown at $\omega_a t_2 = 0$, 150, and 1200 in columns (i)-(iii), respectively. Time-domain results were not fully decayed so, to reduce artifacts caused by taking the discrete Fourier transform of aperiodic data, the response functions used to compute Figs. 5.4 and}
Figure 5.4: \( R_{\text{abs}}(\omega_3, \omega_1; t_2) \) for a thermal ensemble of Morse oscillators with bilinear coupling to a harmonic bath is shown as a function of \( \omega_a t_2 \). Fluctuating-frequency approximation results are shown in panel (a) and OMT results are shown in panel (b). Spectra at \( \omega_a t_2 = 0 \) are shown in row (i), at \( \omega_a t_2 = 150 \) in column (ii), and at \( \omega_a t_2 = 1200 \) in column (iii). All spectra are normalized to the maximum absolute value at \( t_2 = 0 \). Six contours equally spaced between -1 and 0 and between 0 and 1 are shown, with negative contours in blue and positive in red.

5.5 were multiplied by the product of one-sided cosine-squared window functions for the \( t_1 \) and \( t_3 \) time variables, \( \sin \left( \frac{n_{\tau}+1+n}{2(n_{\tau}+1)} \pi \right)^2 \) with \( n = 1, 2, \ldots n_{\tau} \), with \( n_{\tau} \) the number of times sampled during the \( \tau \) trajectory. Applying this window function to the time-domain results used to compute Figures 5.1 and 5.2 did not result in significant additional broadening.

In row (a) of Fig. 5.4 the fluctuating-frequency approximation results show no significant broadening or waiting time dynamics at the figure resolution. This indicates minimal pure dephasing for this set of parameters. In contrast, the OMT results in column (b) show significant line broadening. At \( t_2 = 0 \) the OMT result in Fig. 5.4(bi) shows inhomogeneous broadening, while both peaks at finite \( t_2 \) are homogeneously broadened. Figure 5.5 shows fluctuating-frequency and OMT
Figure 5.5: $R_{\text{abs}}(\omega_3, \omega_1; t_2)$ for a thermal ensemble of Morse oscillators with square-linear coupling to a harmonic bath is shown as a function of $\omega_a t_2$. Fluctuating-frequency approximation results are shown in panel (a) and OMT results computed from 500 initial conditions are shown in panel (b). Spectra at $\omega_a t_2 = 0$ are shown in row (i), at $\omega_a t_2 = 150$ in column (ii), and at $\omega_a t_2 = 1200$ in column (iii). All spectra are normalized to the maximum absolute value at $t_2 = 0$. Six contours equally spaced between -1 and 0 and between 0 and 1 are shown, with negative contours in blue and positive in red.

Spectra calculated with the same parameters as in Fig. 5.4 but with quadratic coupling $\nu_{LL} = 0$ and $\nu_{SL} = 0.222$, in rows (a) and (b), respectively. These results show minimal broadening for all waiting times, in qualitative agreement with the results in Fig. 3(ii) in Ref. 43. Quadratic coupling facilitates exchange of two system quanta and one bath quantum and so is unlikely to produce line broadening for this spectral density. We do not make a direct comparison to Fig. 3 of Ref. 43 because the results here are for a smaller $\gamma$ and, with relatively high $\Omega/N_B$, the finite bath does not well represent the continuum. However, the spectra in the motional narrowing regime shown in Fig. 3 of Ref. 43 display some of the same features as the results in Figs. 5.4 and 5.5. First, the fluctuating-frequency result for LL coupling in the continuum case shows no significant broadening in
Fig. 3(b-i) of Ref. 43, as do the results in column (a) of Fig. 5.4. Second, the quantum LL result shows no apparent inhomogeneous broadening at \( t_2 = 0 \), while our results show diminished inhomogeneous broadening at finite \( t_2 \) compared to the pure dephasing results in Figures 5.1 and 5.2. Finally, the OMT results in Fig. 5.5 show minimal broadening with SL coupling which is consistent with the results in row (ii) of Fig. 3 in Ref. 43. This qualitative agreement indicates that the OMT can reproduce broadening mechanisms outside the pure dephasing regime. While the interpretation of these spectra is more complex than in the pure dephasing limit, these OMT calculations are less numerically demanding, because the bath modes sample a smaller range of action values.

5.2 Two Oscillators with a Bath and Energy Transfer

In this section, we calculate purely absorptive spectra for two oscillators coupled to a bath described by quantum Hamiltonian,

\[
\hat{H} = \hat{H}_a + \hat{H}_b + c_{ab}\sqrt{m_am_bw_a}\hat{q}_a\hat{q}_b + \sum_{j=1}^{N_B} \frac{\hat{p}_j^2}{2m_j} + \frac{m_j\omega_j^2}{2} \left( \hat{q}_j - \frac{c_jV(\hat{q}_a,\hat{q}_b)}{m_j\omega_j^2} \right)^2. \tag{5.11}
\]

The local modes \( a \) and \( b \) are taken to be Morse oscillators. The well depths of modes \( a \) and \( b \) are specified by \( \beta D_a = 391 \) and \( \beta D_b = 291 \). We take \( \omega_b = 0.96\omega_a \), the coupling between mode \( a \) and \( b \) to be \( c_{ab} = 0.01 \) and \( \beta\hbar\omega_a = 7.75 \). The bath defined in Eq. (5.2) is specified by \( N_B = 60 \), \( \Omega = 0.06\omega_a \), \( \eta = 100m_a\omega_a \) and \( \gamma = 0.004\omega_a \). All masses are taken to be equal.

Results are computed using the FB implementation including energy transfer, as described in Sec. 3.4. The coupled chromophore normal modes were treated with first order perturbation theory\(^{56}\) in cubic anharmonicity and the bath modes were treated to zeroth order as harmonic oscillators in carrying out the required
canonical transformations between Cartesian coordinates and momenta and action-angle variables. Initial conditions were generated from 2500 Metropolis sampled initial actions, $J_0$, and random angles with $J_1(t_1) = J_0|_{J_0',J_0'+h/2}$. One set of initial conditions was used to compute all results. To reduce the number of initial conditions required to converge the response function at long times a one-sided cosine-squared window function in $t_1$ and $t_3$ was applied to the response function prior to taking the Fourier transforms, as for the high frequency bath results in Sec 5.1.2. For simplicity, the bath is neglected in solving for the chromophore actions to determine $r_0$, as described in Sec. 3.4, although propagated trajectories include the bath.

Figure 5.6 shows $R_{ab}^{(3)}(\omega_3,\omega_1; t_2)$ for various values of $t_2$. Row (i) shows the full response function computed from Eq. (2.29). Row (ii) shows the contribution to (i) generated by trace-satisfying parent diagrams defined in Eq. (2.21) and row (iii) shows the remaining contribution to (i) resulting from non-trace-satisfying parent diagrams. Spectra are shown at $\omega_a t_2 = 0$, 420, and 1250 in columns (a)-(c), respectively. The spectra show bath-induced dephasing. At $t_2 = 0$, shown in column (a), all peaks are diagonally elongated, indicating inhomogeneous broadening. The peaks in each row become more rounded as the waiting time becomes long compared to dephasing times as seen in columns (b) and (c).

The spectrum at zero waiting time in Fig. 5.6(ai) shows four pairs of peaks. In the absence of energy transfer the primary contributions to the diagonal pairs are generated by OMT diagrams with all interactions occurring either with chromophore mode 1, with higher frequency, or with chromophore mode 2, with lower frequency. The off-diagonal pairs of peaks are generated from OMT diagrams with two interactions occurring with each mode. The negative (blue) fundamental peak
Figure 5.6: $R_{\text{abs}}^{(3)}(\omega_3, \omega_1; t_2)$ for a thermal ensemble of coupled Morse oscillators. OMT results from Eq. (2.29) are shown in row (i), contributions from trace-satisfying parent diagrams are shown in row (ii), and contributions from non-trace-satisfying parent diagrams are given in row (iii). Spectra are shown for $\omega_a t_2 = 0, 420, \text{ and } 1250$ in columns (a)-(c), respectively. Six equally spaced positive and negative contours up to 50% of the maximum absolute value in panel (ai) are drawn in each plot, with positive contours in red and negative in blue.

in each pair corresponds to one mode being in a coherence during the $t_3$ time period and the other being in the ground state. In the absence of thermally excited chromophore states these peaks are generated by OMT diagrams with one of the middle interactions increasing and the other decreasing the action. The positive (red) anharmonic peak corresponds to one mode being in a coherence and the other in the first excited state during the $t_3$ time period and are generated under these conditions from diagrams with both middle interactions increasing the system action. For example, Fig. 5.7 shows diagrams contributing in the $\mathbf{k}_1$ phase-matched
Figure 5.7: 2FDs starting in the ground state are shown with their corresponding OMT diagrams. These diagrams contribute to the lower right pair of off-diagonal peaks in the $k_1$ phase-matched direction. Panel (a) shows a contribution to the negative (blue) peak and panel (b) a contribution to the positive (red) anharmonic peak.

direction to the lower right pair of off-diagonal peaks. The OMT diagram in panel (a) contributes to the negative fundamental peak and the OMT diagram in (b) contributes to the positive anharmonic peak. The association of OMT diagrams with specific peaks in the 2D spectra aids in the interpretation of the spectra, as demonstrated in the discussion of Figs. 5.9 and 5.10.

Contributions from both trace-satisfying parent diagrams in row (ii) and non-trace-satisfying parent diagrams in row (iii) can include energy transfer events. In particular, contributions from OMT diagrams with one energy transfer event during the $t_1$ time period will contribute to row (ii), as $t_1$ coherence transfer does not alter the trace-satisfying nature of a diagram in the FB implementation, as discussed in Sec. 3.4. The dominant contribution to this row, however, is from trace-satisfying parent diagrams that do not include energy transfer events. The non-trace-satisfying parent diagrams used to compute the results in row (iii) will not contribute in the absence of anharmonic processes such as energy transfer.
Comparison of row (i) of Fig. 5.6 with rows (ii) and (iii) shows that the non-trace-satisfying diagrams have a small but non-negligible contribution to the 2D spectra. At $t_2 = 0$ all contributions from non-trace-satisfying parent diagrams in (aiii) are expected to result from child diagrams that have energy transfer during the $t_3$ or during both the $t_1$ and $t_3$ time periods. The effect of these diagrams on the complete spectrum in (ai) is to increase the relative contribution of the positive anharmonic off-diagonal peaks while decreasing the magnitude of the diagonal peaks, particularly the diagonal anharmonic peak. The $\omega_3$ frequencies associated with anharmonic peaks occur during $t_3$ if both middle interactions increase the action. The larger relative amplitudes of the off-diagonal anharmonic peaks in column (a) of Fig. 5.6 therefore indicate that energy transfer is more likely to occur when higher energy states are accessed during $t_3$ than when lower energy states are propagated during $t_1$ or $t_3$.

Figure 5.8 shows purely absorptive spectra for the same parameters as in Fig. 5.6. Column (a) reproduces the results from Fig. 5.6(a) and columns (b) and (c) show results at $\omega_a t_2 = 70$ and $\omega_a t_2 = 140$, respectively. For two coupled chromophores, the primary waiting time dependence of the off-diagonal peaks is an oscillation at frequency $\omega_{10,01} \equiv (E_{10} - E_{01})/\hbar \approx \left(\left(E_1^{(1)} - E_0^{(1)}\right) - \left(E_0^{(2)} - E_1^{(2)}\right)\right)/\hbar$. This can be seen, for example, in the waiting time dependence of the 2FDs in Fig. 5.7. The spectra at $\omega_a t_2 = 70$ in column (b) of Fig. 5.8 are computed at roughly half the period of this oscillation, and in column (c) are calculated at roughly one period. The trace-satisfying contribution in row (ii) shows the expected oscillation of the off-diagonal peaks. The non-trace-satisfying contribution to the off-diagonal peaks in row (iii) also shows an oscillation on this time scale. This results in an oscillation in the off-diagonal peaks in the full spectrum in Figs. 5.8(ai)-(ci), although there is a non-negligible
Figure 5.8: $R_{\text{abs}}^{(3)}(\omega_3, \omega_1; t_2)$ for the same parameters as Fig. 5.6 for $\omega_a t_2 = 0$, 70, and 140 in columns (a)-(c), respectively. Six equally spaced positive and negative contours up to 50% of the maximum absolute value in panel (ai) are drawn in each plot, with positive contours in red and negative in blue.

The contributions to the off-diagonal peaks at $\omega_a t_2 = 70$. The diagonal peaks in row (iii) also exhibit an oscillation on this time scale. This phase oscillation is absent in row (ii) since trace-satisfying parent diagrams contributing to the diagonal peaks primarily evolve in populations during $t_2$.

The contributions from specific non-trace-satisfying parent diagrams are analyzed in Figs. 5.9 and 5.10. Figure 5.9(b) shows a contribution to $|\tilde{R}_1^{(3)}(\omega_3, -\omega_1; t_2)|$ at $t_2 = 0$ from the non-trace-satisfying parent diagram with sequence of chromophore interactions 1211 and the second and third interactions increasing the action. The pair of 2FDs and OMT diagram corresponding to this contribution
Figure 5.9: Contribution to the rephasing response, $|\tilde{R}_1^{(3)}(\omega_3, -\omega_1; t_2)|$ from the non-trace-satisfying parent diagram in panel (a) is shown in (b) for $t_2 = 0$. Six equally spaced contours between 0 and 75% of the maximum height in peak B are shown. Relative integrated volumes of the peaks labeled A, B, and C in (b) are shown as a function of $t_2$ in panel (c). Volumes are normalized to the volume of peak B at $t_2 = 0$. The two trace-satisfying child 2FDs with one energy transfer event during $t_3$ are shown in (d) and the two trace-satisfying child diagrams with one energy transfer event during $t_2$ are shown in (e).

are shown in panel (a). The three visible peaks in the spectrum in Fig. 5.9(b) are labeled A, B, and C. In the absence of anharmonicity the non-trace-satisfying diagram in panel (a) would not contribute, indicating this signal is a result of anharmonic processes, such as energy transfer. The distinct peaks at $t_2 = 0$ can be attributed to energy transfer processes during the $t_3$ time period or during both the $t_3$ and $t_1$ time periods. Figure 5.9(d) shows the two trace-satisfying child 2FDs of the parent diagram in panel (a) with one energy transfer event during the $t_3$ time period. The positions of the peaks in Fig. 5.9(b) can be directly related to
the 2FDs in (d). Specifically applied frequency $\omega_1$ for peaks A and B is associated with material frequency $\omega_{00,10}$, from the evolution of a single quantum coherence for the higher frequency normal mode 1. This is the expected $t_1$ frequency without energy transfer. Peak A is an off-diagonal peak with frequency $\omega_3$ corresponding to $\omega_{11,10}$, that is, the evolution of a single quantum coherence for the lower frequency mode 2 and a population in mode 1. This is the frequency expected without energy transfer during the $t_3$ time period and is the first frequency accessed during $t_3$ in the 2FDs in Fig. 5.9(d). The $\omega_3$ frequency of peak B is expected to include contributions from both $\omega_{11,01}$ and $\omega_{20,10}$, which are similar in magnitude. These frequencies are not reached in the parent diagram in Fig. 5.9(a) but are accessed in the child diagrams shown in (d) due to energy transfer during the $t_3$ time period.

In contrast to peaks A and B, peak C reflects the frequency $\omega_{00,01}$ during $t_1$, a coherence in the lower frequency mode 2. This frequency may be reached if energy transfer occurs during back propagation of $|00\rangle\langle 10|$ during the $t_1$ time period. This transfer alone would not make the diagram in Fig. 5.9(a) trace-satisfying, consistent with no visible peak in the unlabeled quadrant of Fig. 5.9(b). To satisfy the trace, energy transfer must additionally occur during $t_3$, as reflected by the $\omega_3$ frequency associated with peak C being $\omega_{11,01}$ or $\omega_{20,10}$.

Dynamics of the integrated volumes of the peaks labeled A, B, and C in Fig. 5.9(b) are shown in Fig. 5.9(c) relative to the volume of peak B at $t_2 = 0$. We define each peak as being located in the gray shaded regions in panel (b). Energy transfer events may occur during $t_2$ for nonzero propagation times. Therefore, the 2FDs in panel (e) may contribute to Fig. 5.9(c) both without and with $t_1$ energy transfer. In Fig. 5.9(c) all three peak volumes show an oscillation in $t_2$ that corresponds to the difference in the oscillator’s one-quantum coherence frequencies, $\omega_{01,10}$. This is the expected frequency during this time period as indicated in the
Figure 5.10: Contribution to the nonrephasing response, \( |\tilde{R}_H^{(3)}(\omega_3,\omega_1;t_2)| \) from the non-trace-satisfying parent diagram in (a) is shown in (b) for \( t_2 = 0 \). Six equally spaced contours between 0 and 75% of the maximum height of peak B are shown. Relative volumes of the peaks labeled A, B, and C in (b) are shown in (c) as a function of \( t_2 \), normalized to the volume of peak B at \( t_2 = 0 \). The two trace-satisfying child diagrams with one energy transfer event during \( t_3 \) and one energy transfer event during \( t_2 \) are shown in (d) and (e), respectively.

2FDs in (d) and (e). In addition to this oscillation there is an overall bath-induced decay in the rephasing signal.

Figure 5.10(a) shows the non-trace-satisfying 2FD and the OMT parent diagram contributing in the \( \mathbf{k}_H \) phase-matched direction with the same sequence of interactions as in Fig. 5.9. This diagram’s contribution to the nonrephasing response, \( |\tilde{R}_H^{(3)}(\omega_3,\omega_1;t_2)| \) at \( t_2 = 0 \) is shown in Figure 5.10(b). The three peaks labeled A, B, and C can be related to the trace-satisfying child diagrams in Fig. 5.10(d). The \( \omega_1 \) and \( \omega_3 \) frequencies of peak A are approximately \( \omega_{10,00} \) and \( \omega_{20,01} \), which
correspond to the frequencies present during \( t_1 \) and \( t_3 \) in the absence of energy transfer. The relatively high \( \omega_3 \) frequency of this peak was not present in the diagrams contributing to the rephasing signal in Fig. 5.9(d) and had negligible peak volume in 5.9(b), consistent with the 2FDs shown in both figures. The \( \omega_1 \) frequency of peak B of Fig. 5.10, \( \omega_1 = \omega_{10,00} \), corresponds to no energy transfer occurring during \( t_1 \), while its \( \omega_3 \) frequency corresponds to energy transfer during \( t_3 \). It is expected that both \( \omega_{20,10} \) and \( \omega_{11,01} \) can be reached during \( t_3 \) via energy transfer as shown in the 2FDs in Fig. 5.10(d), so that both \( \omega_3 \) frequencies may contribute to peak B. Peak C corresponds to energy transfer during both the \( t_1 \) and the \( t_3 \) time periods. Integrated peak volumes normalized to the volumes of peak B at \( t_2 = 0 \) are shown in panel (c). With nonzero \( t_2 \) the trace-satisfying child diagrams with one energy transfer event during \( t_2 \) shown in panel (e) may also contribute to the signal in (c). The volume of peaks A, B, and C oscillate in Fig. 5.10(c) at a single dominant frequency, \( \omega_{10,01} \), as predicted by the 2FDs in (d) and (e). The oscillation in Fig. 5.10(c) is out of phase with the oscillation in Fig. 5.9(c). The peak volumes in Fig. 5.10(c) increase as a function of time, as did the rephasing response in Fig. 5.3(b) for a single oscillator coupled to a bath. This is the expected trend for the nonrephasing signal. Additionally, this signal begins at a lower absolute amplitude than the rephasing signal in Fig. 5.9(c). An increase in the nonrephasing signal, as in Fig. 5.10(c), together with a decay in the rephasing signal, as in Fig. 5.9(c), results in the rounding of peaks in the 2D spectrum as a function of \( t_2 \), as shown in Fig. 5.6.

The purely absorptive 2D spectra presented in this section demonstrate that the generalization of FB implementation in Sec. 3.4 can be applied to systems in which approximate classical action variables show significant time dependence over the simulation time scale and that this generalization gives results consistent with
2FDs with coherence transfer events.
Chapter 6

Conclusion

The optimized mean-trajectory (OMT) approximation was derived for a single degree of freedom in Sec 4.1.2 within a harmonic approximation to pairs of double-sided Feynman diagrams (2FDs). In this semiclassical approximation, the evolution of the density operator is approximated by an action-quantized classical trajectory with action corresponding to the average quantum number associated with the bra and ket aspects of the density operator. Each interaction with the electric field causes a jump in action at constant angle value, with the response function evaluated as a four-point correlation function of factors evaluated along these paths. All time dependences of the quantum mechanical response function were shown to be well reproduced by the OMT for a single degree of freedom in Sec. 4.1.1. While the OMT is derived within a harmonic approximation, it is implemented using classical trajectories propagated with the full anharmonic Hamiltonian in the good, or approximations to the good, action-angle variables. This allows for the incorporation of several anharmonic effects into the OMT results. For a single degree of freedom, this includes reproducing anharmonic frequencies and qualitatively including spectral features corresponding to harmonically forbidden quantum transitions.

The OMT approximation for multiple degrees of freedom, described in Sec. 2.2, is challenging to implement exactly. This motivated the development of several approximate implementation schemes, described in Chapter 3. The accuracy of these implementations was validated in Sec. 4.1.2 for a single degree of freedom. The fixed-trajectory (FT) implementation, described in Sec. 3.2, was applied to systems of coupled oscillators in Sec. 4.2. These results demonstrated that the
OMT can reproduce coupling effects in all time dependences. The OMT reproduced quantum mechanical results especially well for a system with parameters selected to be similar to an experimental system of interest.

In Chapter 5 purely absorptive spectra were computed for system-bath models calculated with the forward-backward (FB) implementation of the OMT presented in Secs. 3.3 and 3.4. For a single chromophore mode coupled to a bath, the OMT again showed its capacity to reproduce anharmonic effects, such as broadening caused by both bilinear and square-linear coupling to a harmonic bath. The OMT also captured broadening mechanisms in a system-bath model outside of the pure dephasing regime. Finally, the OMT was generalized to include energy transfer with theoretical extension and implementation details described in Sec. 2.2.1 and Sec. 3.4, respectively. This generalization was tested for a pair of near-resonant oscillators coupled to an off-resonant bath in Sec. 5.2. In this application, signals generated from non-trace-satisfying parent diagrams were directly related to 2FDs including coherence transfer events. These results justify the extension of the OMT to models in which approximate action variables show significant time dependence.

Together these results show the promise of computing 2D IR spectra directly from classical trajectories with the OMT approximation. Moving forward, the application of the OMT to larger systems would ideally include using molecular dynamics simulations as the source of these classical trajectories. To achieve this, the three numerical challenges associated with implementing the OMT approximation, discussed in Chapter 3, would have to be considered. (1) Approximate action-angle variables would need to be determined to generate trajectory initial conditions. As demonstrated in Chapter 5, for systems with relatively low anharmonicity first or second order corrections to normal mode action and angle
variables are likely to be sufficient. (2) Action jumps at constant angle will need to be determined. Again, relatively simple approximations, such as harmonic scaling, were of sufficient accuracy for the systems studied here. (3) An average over initial conditions needs to be carried out. For most experimental systems studied it is a reasonable approximation that all chromophore modes begin in the ground state, which will greatly reduce the number of diagrams that need to be computed. Nevertheless, the angle average and action average for low frequency modes could pose a challenge as sufficient sampling is needed to reproduce dephasing processes. One of the main challenges in coupling the OMT approximation to a molecular dynamics package not faced in the applications to exact molecular models here, is that trajectories must accurately represent the vibrational anharmonicities and anharmonic couplings between vibrations in order to well reproduce 2D IR spectra. Overall, the success of relatively simple approximate OMT implementations in this thesis leave us optimistic about the future applications of this method.
Appendix A

Action Angle Perturbation Theory

The good action-angle variables are generalized momenta and coordinate variables defined so that the transformed Hamiltonian has no angle dependence. The properties of these variables are briefly reviewed in Sec. 3.1. If they exist, the action-angle variables for an \( f \)-dimensional systems can be determined perturbatively from the zeroth order harmonic action-angle variables following the derivation by Schatz and Mulloney in Ref. 56. Let \( \mathbf{I} \) and \( \mathbf{\theta} \) be the harmonic action-angle variables for which the position and momentum solutions are given by,

\[
x_n = \sqrt{\frac{2I_n}{\omega_n}} \cos \theta_n \tag{A.1}
\]

\[
p_n = -\sqrt{2I_n \omega_n} \sin \theta_n \tag{A.2}
\]

The full Hamiltonian can be written in the form,

\[
H = \mathbf{\omega} \cdot \mathbf{I} + V_{\text{anh}}(\mathbf{x}) \tag{A.3}
\]

where \( V_{\text{anh}} \) is the anharmonic contribution to the Hamiltonian. In the results in Chapters 4 and 5 this contribution is taken to, at most, second order in anharmonicity, \( V_{\text{anh}} = \lambda V_C + \lambda^2 V_Q \). By transforming to normal modes prior to determining action-angle variables all bilinear coupling terms are removed from the Hamiltonian so that the term \( V_C \) consists of all third order polynomial terms and \( V_Q \) consists of all fourth order polynomial terms.

Corrections to Eqs. (A.1) and (A.2) can be determined perturbatively by following the approach in Ref. 56. The central object in this approach is the type 2 generating function,\(^5\) \( F_2(\mathbf{\theta}, \mathbf{J}) \), which defines a canonical transformation from the harmonic action-angle variables \( (\mathbf{\theta}, \mathbf{I}) \) to the good action-angle variables \( (\mathbf{\phi}, \mathbf{J}) \).
with,\(^{55}\)

\[ I_n = \left( \frac{\partial F_2}{\partial \theta_n} \right), \quad \phi_n = \left( \frac{\partial F_2}{\partial J_n} \right). \]  \(\text{(A.4)}\)

This generating function can be written in the form,

\[ F_2(\theta, J) = \theta \cdot J + G_2(\theta, J), \]  \(\text{(A.5)}\)

with \(G_2(\theta, J)\) a periodic function of \(\theta\).\(^{56}\) This allows for \(G_2\) to be expanded as a Fourier series in \(\theta\),

\[ G_2(\theta, J) = -i \sum_k' A_k(J) e^{i k \cdot \theta}. \]  \(\text{(A.6)}\)

The vector \(k\) is an \(f\)-dimensional vector of integers and the prime on the summation indicates that \(k = 0\) is omitted. Substituting into Eq. (A.4) with the form of the generating function in Eqs. (A.5) and (A.6) gives,

\[ I_n = J_n + \sum_k' k_n A_k(J) e^{i k \cdot \theta}, \]  \(\text{(A.7)}\)

\[ \phi_n = \theta_n - i \sum_k' \left( \frac{\partial A_k(J)}{\partial J_n} \right) e^{i k \cdot \theta}. \]  \(\text{(A.8)}\)

The \(k\)th Fourier series coefficient can then be obtained by substituting Eq. (A.7) into Eq. (A.3),

\[ A_k = -\frac{1}{\omega \cdot k} \int \frac{d\theta}{(2\pi)^f} V_{\text{anh}}(x(\theta, J)) e^{-i k \cdot \theta}. \]  \(\text{(A.9)}\)

To obtain Eq. (A.9) we have used that \(H = H(J)\) and have assumed that frequencies are incommensurate so that \(\omega \cdot k \neq 0\) for any nonzero \(k\). In Ref. 56, the primary quantity of interest is the system energy, given by the zeroth Fourier component of Eq. (A.3),

\[ E(J) = \omega \cdot J + \int \frac{d\theta}{(2\pi)^f} V_{\text{anh}}(x(\theta, J)). \]  \(\text{(A.10)}\)

Because the Hamiltonian has no angle dependence, \(\phi\) defined in Eq. (A.8) is not needed to obtain the energy as a function of \(J\). To obtain initial conditions for
trajectory propagations, we require expressions for the position and momentum which depend on both the good action and angle variables,

\[ x_n(\phi, J) = \sqrt{\frac{2}{\omega_i}} \left( J_n + \sum_k' k_n A_k(J) e^{i k \theta(\phi, J)} \right)^{1/2} \cos (\theta (\phi, J)) , \quad (A.11) \]

\[ p_n(\phi, J) = -\sqrt{2\omega_i} \left( J_n + \sum_k' k_n A_k(J) e^{i k \theta(\phi, J)} \right)^{1/2} \sin (\theta (\phi, J)) . \quad (A.12) \]

\( \theta (\phi, J) \) is obtained by inverting Eq. (A.8). To perform sampling in action-angle variables and define initial coordinates and momenta in Chapters 4 and 5, Eqs. (A.10)-(A.12) are solved perturbatively by expanding the Fourier coefficients in anharmonicity, \( A_k \approx \lambda A_k^{(1)} + \lambda^2 A_k^{(2)} \), since it is clear that \( A_k^{(0)} = 0 \) from Eq. (A.9) and the definition of \( V_{\text{anh}} \).
Appendix B

The Mean-Trajectory Approximation

The mean-trajectory (MT) approximation was previously developed by Gruenbaum and Loring as a semiclassical method for computing vibrational response functions. In the MT approximation the amplitude of the coherent optical signal propagating with wavevector $\alpha k_1 + \beta k_2 + \gamma k_3$ in Eq. (1.10) is derived by approximating the quantum time propagator, $\hat{K}_0(t)$, as the Herman-Kluk time propagator, a frozen Gaussian approximation in the coherent state basis. For a single degree of freedom this semiclassical time propagator is,

$$K_{HK}(t) = \left(2\pi\hbar\right)^{-1} \int d\mathbf{z} |\mathbf{z}(t)\rangle G(\mathbf{z},t) \langle \mathbf{z}|. \quad (B.1)$$

Here, $G(\mathbf{z},t) \equiv C(\mathbf{z},t)e^{iS(\mathbf{z},t)/\hbar}$ for coherent state $\mathbf{z}$ and,

$$C(\mathbf{z},t) \equiv \frac{1}{4} \left(M_{qq}(\mathbf{z},t) + M_{pp}(\mathbf{z},t) - i\hbar\gamma M_{qp}(\mathbf{z},t) + \frac{i}{\hbar\gamma} M_{pq}(\mathbf{z},t)\right)^{1/2} \quad (B.2)$$

$$S(\mathbf{z},t) \equiv \int_0^t d\tau (p(\tau)\dot{q}(\tau) - H(p(\tau),q(\tau))), \quad (B.3)$$

$$|\langle \mathbf{z}_1 | \mathbf{z}_2 \rangle| = \exp \left[-\frac{1}{4} \left(\frac{m\omega}{\hbar} (q_1 - q_2)^2 + \frac{1}{m\omega\hbar} (p_1 - p_2)^2\right)\right]. \quad (B.4)$$

As seen from Eq. (B.1) each operation of $\hat{K}_0$ in the response function in Eq. (1.10) produces one integration over classical phase space, turning the quantum mechanical trace into a 12-dimensional integral for a single degree of freedom. The MT approximation follows from changing phase space integration variables to mean and difference variables and approximately performing the integration over difference variables. For the quantum mechanical phase-matched response function in
Eq. (1.10) this procedure gives the MT approximation,

\[ \mathcal{R}^{(3)}_{\gamma\beta\alpha}(t_3, t_2, t_1) = \frac{i \beta \omega}{2 \hbar^2} \int \! d\mathbf{z}_1 \int \! d\mathbf{z}_2 \int \! d\mathbf{z}_3 f_{cl}(\mathbf{z}_1) \Gamma(\mathbf{z}_1) \delta(\phi_2 - \phi_1(t_1)) \delta(\phi_3 - \phi_2(t_2)) \]

\[ \times Q_{\alpha}(\mathbf{z}_1)(Q_{\beta}(\mathbf{z}_2) \Delta_{1+} - Q_{\beta}(\mathbf{z}_1(t_1)) \Delta_{1-}) \]

\[ \times (Q_{\gamma}(\mathbf{z}_3) \Delta_{2+} - Q_{\gamma}(\mathbf{z}_2(t_2)) \Delta_{2-}) Q_{\delta}(\mathbf{z}_3(t_3)). \]  

(B.5)

Here \( \mathbf{z}_j \) is a point in classical phase space, represented either by coordinate and momentum \((q_j, p_j)\) or by action and angle variables \((J_j, \phi_j)\) and \( \mathbf{z}_j(t) \) is the phase space point resulting from classical propagation of \( \mathbf{z}_j \) for time \( t \). The terms, \( \Gamma(\mathbf{z}) \), \( \Delta_{\tau} \), and \( Q_{\pm}(\mathbf{z}(t)) \) are defined in Eqs. (2.7)-(2.9) and \( f_{cl}(\mathbf{z}) \) is the classical distributions function. The MT approximation in Eq. (B.5), like the OMT approximation, is expressed in terms of action and angle variables, which presumes that such variables can be defined. This limits the applicability of the method for multidimensional systems to regimes in which the motion is exactly or approximately quasiperiodic.\(^{56,57} \)

The application of the MT approximation to multiple degrees of freedom is discussed in Ref. 65.

There are many commonalities between the OMT and MT approximations to the quantum vibrational response. Expanding the terms containing \( \Delta_{\tau} \) in Eq. (B.5) permits the expression to be written as the sum of four correlation functions, which can be represented as semiclassical diagrams, shown in Fig. B.1. As in OMT diagrams, each horizontal segment represents classical propagation and each dashed vertical line indicates a transition in action of \( \pm \hbar/2 \) at fixed angle. The factor \( \Gamma(\mathbf{z}_1) \) in Eq. (B.5) restricts each MT diagram to begin with action quantized to an integer multiple of \( \hbar \). According to Eq. (B.5) a four-point correlation function involving factors of \( Q_{\pm} \) is evaluated at times 0, \( t_1 \), \( t_1 + t_2 \) and \( t_1 + t_2 + t_3 \) to compute the response function. The points at which the correlation function is evaluated follow from the approximations made in Ref. 64 and are indicated in Fig. B.1 with
Figure B.1: The four diagrams associated with the MT approximation for the third order vibrational response function. At the start of the trajectory the action is quantized to integer multiples of $\hbar$, indicated by dashed horizontal lines. Half-odd-integer multiples of $\hbar$ are indicated by dotted horizontal lines. Interactions with the electric field are represented by jumps of $\pm\hbar/2$ in the action at constant angle. Points used in the evaluation of the correlation function are shown as red dots.

As shown in Chapter 2 the OMT approximation can be derived independently from the MT approximation by developing a correspondence between semiclassical OMT diagrams and pairs of quantum mechanical double-sided Feynman diagrams. While these approximations are similar they different in two key respects. The first difference between the OMT and MT calculations is the identity of the classical states used in the evaluation of the correlation function as indicated by the different placements of the red dots in Fig. B.1 and Fig. 2.4. In the OMT approximation, this placement is chosen to optimally replicate the quantum mechanical system response by corresponding to the larger of the two actions transitioned between in a given interaction with the field. This results in distinct OMT diagrams representing the response function contribution from 2FDs involving coherences and populations during the waiting time, as shown in Figs. 2.4(a) and (b). In contrast, in the MT approximation the correlation function is evaluated at the larger of the two average actions being transitioned between so that in Fig. B.1 the place-
Figure B.2: A pair of 2FDs contributing to the $R^{(3)}_{III}(t_3, t_2, t_1)$ system response is shown in (a). The corresponding OMT diagram is shown in (b) and MT diagram in (c).

The movement of the red dot for a given transition is always on the higher action trajectory involved in that jump. This results in one set of MT diagrams that represent all phase-matched component contributions. In the harmonic limit, the different placements cause the semiclassical diagrams to have different relative contributions to the response function, as seen in the action dependences of $Q^\pm_\sigma$ in Eq. (2.10). The discrepancy between the OMT and MT results is greatest when the larger action and the larger average action transitioned between become more dissimilar, as in diagrams that represent the evolution of two-quantum coherences. For example, Fig. B.2(a) shows a pair of 2FDs contributing to $R^{(3)}_{III}(t_3, t_2, t_1)$ that each evolve in a two-quantum coherence during the waiting time. The corresponding semiclassical diagrams for the OMT approximation and the MT approximation are shown in (b) and (c), respectively. In the harmonic limit of Eq. (2.10) the evaluation of the MT diagram in Fig. B.2(c) will result in an overall action dependence, $J_1J_3$ corresponding to the quantum factor $(n + 1)^2$, which differs from the factor $n(n + 1)$ generated by harmonic evaluation of the 2FDs in Fig. B.2(a) and the OMT diagram in (b). These two factors approach the common limit $n^2$ for large quantum numbers, but their discrepancy is significant at $n = 0$. For a mode beginning in the ground state the quantum result vanishes since the 2FDs would involve deexcitation of the ground state. The MT result is nonzero, contributing a spurious frequency associated with deexcitation of the ground state. The ori-
gin of this artifact was correctly identified in the discussion of Fig. 6 of Ref. 64, but no systematic method for correcting this deficiency of the MT approximation was presented. This inconsistency between the MT approximation and quantum mechanics is remedied in the OMT approximation by altering the choice of phase space points used to evaluate the response function.

The second difference between the MT and OMT calculations is the thermal weight assigned to each diagram. In the MT approach, each diagram’s statistical weight is given by the classical phase space distribution evaluated at $z_1$, while in the OMT approximation each diagram’s statistical weight is given by a difference of renormalized classical distributions, $\Delta F$, defined in Eq. (2.6). This factor is evaluated at the two points prior to the first interaction with the field $z_1|_{J_1 \rightarrow J_1 \pm \hbar/2}$. Neglecting the renormalization of the classical distribution in Eq. (2.6), the statistical weight of each MT diagram can be obtained as a first order expansion of the OMT statistical weight $\Delta F$, $f_{\text{cl}}(z_1|_{J_1 \rightarrow J_1 - \hbar/2}) - f_{\text{cl}}(z_1|_{J_1 \rightarrow J_1 + \hbar/2}) \approx (\beta \hbar \omega) f_{\text{cl}}(z_1)$.

The effect of the differences in the OMT and MT approximations is illustrated in Fig. B.3. Column (i) shows $R^{(3)}_{\text{III}}(5, t, 0)$ for a thermal ensemble of non-interacting Morse oscillators described by the Hamiltonian in Eq. (4.1) with $\beta \hbar \omega = 2$ and $\beta D = 40$. The quantum mechanical and OMT results in (ai) and (bi), respectively, are reproduced from Fig. 4.1 and the MT result is shown in (ci). Qualitatively there is disagreement between the MT result and the quantum and OMT results. In column (ii) the corresponding frequency domain results are shown, with each spectrum normalized so that the $\omega_{2,0}$ peak has unit area. The quantum mechanical and OMT spectra in (aii) and (bii) are reproduced from (aiii) and (biii) of Fig. 4.5. Gray dashed vertical lines indicate the relative contributions of peaks in the quantum result in (aii). The MT spectrum in panel (cii) qualitatively repro-
Figure B.3: The real part of $R_{III}^{(3)}(5, t, 0)$ for a thermal ensemble of Morse oscillators with $\beta \hbar \omega = 2$ and $\beta D = 40$ is shown in column (i) and the Fourier transform of this signal with respect to $t_3 = t$ in column (ii). Quantum mechanical results are shown in row (a), OMT results are shown in row (b) and MT approximation results in row (c).

roduces the two-quantum coherence peaks from panel (a(ii)) but contains an additional dominant peak corresponding to the spurious 2Q coherence $\omega_{1,-1}$. This frequency is largely responsible for the discrepancies between the time-domain plots in panels (a(ii)) and (c(ii)) in Fig. B.3. This spurious frequency is not present in the OMT approximation in panel (b(ii)), due to the choice of evaluation points for the four-point correlation function as discussed above. The OMT also better reproduces the relative overtone contributions in the quantum mechanical results. In the MT calculation of Fig. B.3(c(ii)), the contribution of the overtone peaks is underestimated, with peaks at frequencies $\omega_{3,1}$ and $\omega_{4,2}$ having 8% and 0.5% the relative peak areas of the $\omega_{2,0}$ peak, respectively. In the OMT calculation of Fig. B.3(c(ii)),
these peaks have relative areas of 17% and 1.5%, closer to the relative quantum contributions of 18% and 1.7%. Therefore, in addition to removing the artifacts associated with the MT calculation, the OMT approach provides more accurate predictions for the relative contributions from different frequencies through both the choice of arguments for the correlation function and the statistical weight.
Kryvohuz and Cao\textsuperscript{60,61} have developed a semiclassical approximation to vibrational response functions using the Weyl-Wigner-Moyal symbol-calculus\textsuperscript{62,93} approach. The resulting semiclassical approximation is a function of the action and angle variables with action quantization conditions similar to those in the OMT approximation. In Refs. 60 and 61 this approximation was used to investigate higher order corrections to the classical limit. Here we begin with the same semiclassical approximation to the Wigner transform of the vibrational response function but apply additional harmonic approximations, similar to those used in the derivation of the OMT from pairs of 2FDs in Chapter 2. This is not the approach taken by Kryvohuz and Cao but allows for a connection between the OMT approximation and this type of approximation to be made. The resulting expression for $R^{(3)}$ has features similar to the OMT approximation but does not compute time dependences other than the vibration echo as accurately as the OMT. For simplicity, the derivations below are for a one dimensional system.

Following Kryvohuz and Cao\textsuperscript{60} we take the semiclassical wavefunction corresponding to eigenvalue $E_n = H(J = (n + 1/2)\hbar)$ for a harmonic system to be,\textsuperscript{94,95}

$$\langle \phi | n \rangle = \frac{1}{\sqrt{2\pi}} e^{in\phi}. \quad (C.1)$$

The Wigner transform for a general operator $\hat{A}$ in terms of the quantum number $n$ and the angle variable $\phi$ is then given by,\textsuperscript{93,95}

$$A_W(n, \phi) = \int_{-\pi}^{\pi} d\xi e^{i\xi} \left\langle \phi - \xi/2 \right| \hat{A} \left| \phi + \xi/2 \right\rangle \quad (C.2)$$

$$= \sum_{\Delta n = -\infty}^{\infty} A_{n+\Delta n/2, n-\Delta n/2} e^{i\Delta n\phi}, \quad n \in \left\{ n' + \frac{\left| \Delta n \right|}{2} \right\}_{n'=0}^{\infty}, \quad (C.3)$$
with \( A_{n,m} \equiv \langle n \mid \hat{A} \mid m \rangle \). From Eq. (C.2), the Wigner transform of the product of two operators \( \hat{A} \) and \( \hat{B} \) can be derived to be the Moyal product of the Wigner transforms of \( \hat{A} \) and \( \hat{B} \),

\[
\left( \hat{A}\hat{B} \right)_w = A_w * B_w \\
= A_w \exp \left[ \frac{i\hbar}{2} \left( \frac{\partial}{\partial \phi} \frac{\partial}{\partial J} - \frac{\partial}{\partial J} \frac{\partial}{\partial \phi} \right) \right] B_w
\]  

(C.4)

with \( \frac{\partial}{\partial x} \) and \( \frac{\partial}{\partial \phi} \) denoting that the partial derivatives act on all functions to the left and right, respectively.

We want to derive a harmonic approximation to the Wigner transformation of contributions to the third order vibrational response function in Eq. (1.10), which can be written with the time dependence on the operators as,

\[
R^{(3)}_{\alpha\beta\gamma} = - \left( \frac{i}{\hbar} \right)^3 \text{Tr} \left( \left[ \left[ \hat{q}^\beta(\tau_3), \hat{q}^\gamma(\tau_2) \right], \hat{q}^\alpha(\tau_1) \right] \left[ \hat{q}^\alpha(0), \hat{\rho} \right] \right).
\]  

(C.5)

In Eq. (C.5), \( \tau_n = \sum_{k=1}^{n} t_k \) and \( \hat{q}^\pm \) are defined in terms of the boson creation and annihilation operators as \( \hat{q}^+ = \sqrt{\hbar/(2m\omega)} b^\dagger \) and \( \hat{q}^- = (\hat{q}^+)^\dagger \). Expanding the two outer commutators of Eq. (C.5) the contributions to the response function represented by pairs of 2FDs and OMT diagrams are,

\[
\frac{i}{\hbar^3} \text{Tr} \left( \hat{q}^\gamma(\tau_2) \hat{q}^\beta(\tau_3) \hat{q}^\alpha(\tau_1) \left[ \hat{q}^\alpha(0), \hat{\rho} \right] \right),
\]  

(C.6a)

\[
\frac{i}{\hbar^3} \text{Tr} \left( \hat{q}^\beta(\tau_1) \hat{q}^\gamma(\tau_3) \hat{q}^\alpha(\tau_2) \left[ \hat{q}^\alpha(0), \hat{\rho} \right] \right),
\]  

(C.6b)

\[
- \frac{i}{\hbar^3} \text{Tr} \left( \hat{q}^\delta(\tau_3) \hat{q}^\gamma(\tau_2) \hat{q}^\beta(\tau_1) \left[ \hat{q}^\alpha(0), \hat{\rho} \right] \right),
\]  

(C.6c)

\[
- \frac{i}{\hbar^3} \text{Tr} \left( \hat{q}^\beta(\tau_1) \hat{q}^\gamma(\tau_2) \hat{q}^\delta(\tau_3) \left[ \hat{q}^\alpha(0), \hat{\rho} \right] \right).
\]  

(C.6d)

To aid in evaluating the Wigner transforms of the diagram contributions in Eq. (C.6) we will first derive expressions for the Wigner transform of \( \hat{q}^\pm(\tau), \hat{\rho} \), and the commutator of these operators.
From Eq. (C.3), the Wigner transform of $\hat{q}^\pm$ is

$$
(\hat{q}^\pm)_W = \sum_{\Delta n = -\infty}^{\infty} q^\pm_{n + \Delta n/2, n - \Delta n/2} e^{i\Delta n\phi}, \; n \in \left\{ n' + \frac{\Delta n}{2} \right\}_{n' = 0}^{\infty}.
$$

(C.7)

As in the derivation of the OMT approximation, we can simplify this expression using harmonic selection rules,

$$
(\hat{q}^\pm)_W = q^\pm_{n \pm 1/2, n \mp 1/2} e^{\pm i\phi}, \; n \in \left\{ n' + \frac{1}{2} \right\}_{n' = 0}^{\infty}.
$$

(C.8)

Using that the quantum number $n$ and the action $J$ are related by $J = (n + 1/2)\hbar$, 

$$
\langle n \pm 1/2 | \hat{q}^\pm | n \mp 1/2 \rangle = \sqrt{J/(2m\omega)} \quad \text{and}
$$

$$
(\hat{q}^\pm)_W = q^\pm_W(J, \phi) = \sqrt{\frac{J}{2m\omega}} e^{\pm i\phi}, \; J \in \{ n'\hbar \}_{n' = 1}^{\infty}.
$$

(C.9)

Furthermore, the time dependence of the coordinate can be approximated as,

$$
(\hat{q}^\pm(\tau))_W = \left( e^{i\hat{H}\tau/\hbar} \hat{q}^\pm e^{-i\hat{H}\tau/\hbar} \right)_W
$$

$$
= \sum_{\Delta n = -\infty}^{\infty} e^{i(E_{n+\Delta n/2} - E_{n-\Delta n/2})\tau/\hbar} q^\pm_{n + \Delta n/2, n - \Delta n/2} e^{i\Delta \phi}
$$

$$
= e^{\pm i(E_{n+1/2} - E_{n-1/2})\tau/\hbar} \sqrt{\frac{(n + 1/2)\hbar}{2m\omega}} e^{\pm i\phi}
$$

(C.10)

The last step follows from a harmonic simplification of the coordinate matrix elements. We make the additional harmonic approximations, $J = (n + 1/2)\hbar$ and, following from the discussion of Eq. (2.14), $(E_{n+1/2} - E_{n-1/2})/\hbar \approx \omega(J) = \frac{\partial H}{\partial J}$,

$$
\langle \hat{q}^\pm(t) \rangle_W(J, \phi) = \sqrt{\frac{J}{2m\omega}} e^{\pm i(\omega(J)t + \phi)}, \; J \in \{ n'\hbar \}_{n' = 1}^{\infty}
$$

$$
= \hat{q}^\pm_W(J, \phi; t)
$$

(C.11)

With $\hat{q}^\pm_W(J, \phi; t)$ denoting classical evolution of the state $\hat{q}^\pm_W(J, \phi)$ for time $t$. We note that for a harmonic oscillator we have recovered the classical result in Eq. (2.10) with quantization of the action variable since $Q_{\pm} = 2q_{\pm}$. 
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We can similarly use Eq. (C.3) to determine the Wigner transform of the density operator,

$$\rho_W(n, \phi) = \sum_{\Delta n = -\infty}^{\infty} \rho_{n + \Delta n/2, n - \Delta n/2} e^{i \Delta n \phi} = \rho_{n,n}, \ n \in \{n'\}_{n' = 0}^{\infty} \quad (C.12)$$

Within the harmonic limit Eq. (C.12) for the density operator is

$$\rho_W(J, \phi) = \frac{e^{-\beta \omega J}}{Z_Q} = f_{\text{cl}}(J) \frac{Z_{\text{cl}}}{Z_Q}, \ J \in \{(n' + 1/2)\hbar\}_{n' = 0}^{\infty}, \quad (C.13)$$

with $f_{\text{cl}}$ the classical distribution function, and $Z_Q$ and $Z_{\text{cl}}$ the quantum and classical partition functions, respectively.

Finally, using Eq. (C.4) the Wigner transformation of the product of $q^{\pm}(0)$ and the density operator is

$$\left(q^{\pm}(0) \hat{\rho}\right)_W = q^{\pm}_W(J, \phi; 0) \rho_W(J \mp \hbar/2), \ J \in \{n' \hbar\}_{n' = 1}^{\infty}, \quad (C.14)$$

where in the derivation of Eq. (C.14) we used that $\exp \left[ \epsilon \frac{\partial}{\partial J} \right] f(J) = f(J + \epsilon)$.

Similarly, $(\hat{\rho}q^{\mp}(0))_W = q^{\mp}_W(J, \phi; 0) \rho_W(J \pm \hbar/2)$ so that,

$$[\hat{q}^{\pm}(0), \hat{\rho}]_W = \pm q^{\mp}_W(J, \phi; 0) (\rho_W(J - \hbar/2) - \rho_W(J + \hbar/2)), \ J \in \{n' \hbar\}_{n' = 1}^{\infty}. \quad (C.15)$$

Using Eqs. (C.4), (C.13), and (C.15) the response function contributions in Eq. (C.6) can be derived within this harmonic approximation to the Wigner transformation. For example, the contribution to the $k_I$ phase-matched signal from Eq. (C.6a) is,

$$i \frac{\hbar}{\hbar} \text{Tr} \left( \left( q^{+}_W(J, \phi; \tau_2) q^{-}_W(J, \phi; \tau_3) \right) * q^{+}_W(J, \phi; \tau_1) \right), \quad (C.16)$$

so that evaluating the Moyal products gives,

$$-i \frac{1}{\hbar^3 2\pi} \int d\phi \int \text{d}J \left( \rho_W(J - \hbar/2) - \rho_W(J + \hbar/2) \right) \left( \hbar \sum_{n=1}^{\infty} \delta (J - n\hbar) \right) \times q^{-}_W(J, \phi; 0) q^{+}_W(J, \phi; \tau_1) q^{+}_W(J, \phi; \tau_2) q^{-}_W(J, \phi; \tau_3). \quad (C.17)$$
We have shifted the action sum in Eq. (C.17) for comparison to the OMT contribution to this signal in Eq. (2.4) which can be written in the form,

\[
-\frac{i}{\hbar^5} \int \mathrm{d}z_1 \int \mathrm{d}z_2 \int \mathrm{d}z_3 \Delta F(z_1) \Gamma(z_1) \Delta_1 + \Delta_2 - \delta (\phi_2 - \phi_1(t_1)) \delta (\phi_3 - \phi_2(t_2)) \\
\times \left( \frac{1}{2} Q_-(z_1) \right) \left( \frac{1}{2} Q_+(z_1(t_1)) \right) \left( \frac{1}{2} Q_+(z_3) \right) \left( \frac{1}{2} Q_-(z_3(t_3)) \right). \tag{C.18}
\]

Equation (C.18) is written to emphasize that \(2q^\pm_W = Q^\pm\) in the harmonic limit. In this limit, the harmonic Wigner approximation in Eq. (C.17) and the OMT approximation in Eq. (C.18) each reproduce the quantum mechanical result in Eq. (2.3). For the harmonic Wigner approximation this happens though cancellation of the time dependences of the \(q_W\) factors in Eq. (C.17) since all trajectories evolve at the same frequency, \(\omega(J) = \omega\) in this limit. For an anharmonic oscillator, interpreting \(q^\pm_W\) as \(\frac{1}{2} Q^\pm\) will not result in the same evaluation for Eqs. (C.17) and (C.18).

Unlike the OMT approximation, the harmonic Wigner approximation in Eq. (C.17) does not contain any action jumps. Instead the response function contribution in Eq. (C.17) involves a single classical trajectory propagated at action \(J\) evaluated at times 0, \(\tau_1 = t_1\), \(\tau_2 = t_1 + t_2\), and \(\tau_3 = t_1 + t_2 + t_3\). Harmonic Wigner approximations can be obtained for all phase-matched directions and response function contributions in Eq. (C.6). In each case, continuous classical trajectories are propagated with the same initial angle, and action values corresponding to the arguments of the \(Q_\sigma\) factors in the corresponding OMT diagrams. For example, in Eq. (C.17) all functions \(q_W\) are evaluated at the same action \(J\), corresponding to the dot placements in panel (ai) of Fig. 2.3. While the contribution to the \(k_{III}\) phase-matched direction from Eq. (C.6a) gives,

\[
-\frac{i}{\hbar^3} \int \frac{1}{2\pi} \mathrm{d}\phi \int \mathrm{d}J \left( \rho_W(J - h/2) - \rho_W(J + h/2) \right) \left( \hbar \sum_{n=1}^\infty \delta (J - nh) \right) \\
\times q^-(J, \phi; 0)q^+(J + h, \phi; \tau_1)q^+(J, \phi; \tau_2)q^-(J + h, \phi; \tau_3), \tag{C.19}
\]
In Eq. (C.19), two distinct classical trajectories are propagated at actions corresponding to \( J_1 \) and \( J_3 = J_1 + \hbar \) in the OMT diagram, and the time evaluations of these arguments corresponds to the dot placements in panel (bii) of Fig. 2.3. Therefore, we have demonstrated that by starting with the semiclassical Wigner function of contributions to the response function and applying harmonic approximations, similar to those used to derive OMT diagrams, we have attained an alternative method of computing the vibrational response function which involves the evolution of classical trajectories at the same actions that are used to evaluate the correlation function in the OMT approximation. This result further supports the use of the \( Q_\sigma \) arguments in the OMT approximation over those in the MT approximation, described in Appendix B. Additionally, taking \( \rho_W \) to be defined by its harmonic form in Eq. (C.13), the statistical weight of each contribution in this newly derived approximation, \( \rho_W(J - \hbar/2) - \rho_W(J + \hbar/2) \), is the same renormalized difference of classical distribution functions used in the OMT, up to a factor of \( \hbar \).

Figure C.1 shows the quantum mechanical and OMT results for a thermal ensemble of Morse oscillators reproduced from Fig. 4.1 in rows (a) and (b), respectively. Results calculated within the harmonic Wigner approximation, such as in Eqs. (C.17) and (C.19), interpreting \( q_\pm^W \) as \( \frac{1}{2}Q_\pm \) are shown in row (c). In columns (i) and (ii) results are shown for the signal corresponding to wavevectors \( k_I \) and \( k_{II} \), respectively, for \( t_1 = t_3 = t \) and \( t_2 = 0 \). In this case the harmonic Wigner approximation well reproduces the quantum mechanical results. The success of this approximation is specific to the echo condition since this set of conditions allow for the cancellation of frequency contributions in the \( t_1 \) and \( t_3 \) time periods.

Column (i) of Fig. C.2 shows \( R_{III}^{(3)}(5, t, 0) \) calculated using quantum mechanics, the OMT approximation, and the harmonic Wigner approximation in rows (a)-(c),
Figure C.1: \( \text{Re} \left[ R^{(3)}_I(t, 0, t) \right] \) for a thermal ensemble of Morse oscillators with \( \beta \hbar \omega = 2 \) and \( \beta D = 40 \) is shown in column (i) and \( \text{Re} \left[ R^{(3)}_{\text{III}}(t, 0, t) \right] \) in column (ii). Quantum mechanical results are shown in row (a), OMT results are shown in row (b) and harmonic Wigner approximation results in row (c).

respectively. The harmonic Wigner result in panel (ci) does not well reproduce the quantum result in (ai) for this set of parameters. In column (ii) the corresponding frequency domain results, \( \tilde{R}^{(3)}_{\text{III}}(5, \omega', 0) \), are shown. The discrepancy between the harmonic Wigner approximation and the quantum mechanical result is visible in panel (cii) as a series of peaks occurring at approximately \( 1.75 \omega_a, 1.85 \omega_a, 1.90 \omega_a \) and \( 1.95 \omega_a \). These peaks are incorrectly present in the harmonic Wigner approximation because of incomplete cancellation during the \( t_2 \) time period. For example, the dominant spurious frequency at approximately \( 1.95 \omega_a \) is generated in part by the propagation of the \( q_{W}(J + \hbar, \phi; \tau_3) \) term in Eq. (C.19) for \( J = \hbar \).
Figure C.2: The real part of $R^{(3)}_{III}(5, t, 0)$ for a thermal ensemble of Morse oscillators with $\beta \hbar \omega = 2$ and $\beta D = 40$ is shown in column (i) and the Fourier transform of this signal with respect to $t_2 = t$ is shown in column (ii). Quantum mechanical results are shown in row (a), OMT results are shown in row (b) and harmonic Wigner approximation results in row (c).

These results therefore show that the OMT approximation better reproduces the quantum mechanical response function than the harmonic Wigner approximation derived here. It achieves this higher accuracy by connecting the classical trajectories through action jumps so that the time course of the spectroscopic experiment is treated as an OMT path. In the harmonic Wigner approximation, each interaction with the field is essentially treated through a distinct classical trajectory, corresponding to the factors of $q_W$ in Eqs. (C.17) and (C.19). The frequency dependence in the spectra for the $t_1$ and $t_2$ time intervals therefore relies on the cancellation of the frequency dependences in multiple factors of $q_W$, since trajectories are propagated for times $\tau_1 = t_1$, $\tau_2 = t_1 + t_2$ and $\tau_3 = t_1 + t_2 + t_3$. In the
harmonic limit the OMT and harmonic Wigner approximation result in identical contributions because all trajectories are propagated at the harmonic frequency, \( \omega \). However, for an anharmonic oscillator the harmonic Wigner approximation will not generally give the correct frequency dependences, as shown in Fig. C.2.
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